## Chapter 3

## IV Estimation of a Panel Threshold Model of Tourism Specialization and Economic Development

Taking into account that the effect of tourism specialization in economic growth gives rise to the possibility of endogeneity problem, the powerful method is needed to deal with such a problem to get the unbiased regression coefficients and to detect the threshold effect of tourism specialization on economic growth. In this regard, instrument variable estimation of the cross-section threshold model introduced by Caner and Hansen (2004) is also applied in this study, apart from the panel threshold model of Hansen (1999).

The purpose of this chapter is to analyze the causal interrelationship amongst the variables of interest within the neoclassical economic growth framework. Special attention is given to identify whether the impacts of tourism specialization on economic growth is identical across the subsamples grouped by different possible threshold variables which are highly related to tourism specialization.

This chapter is based on the paper that was presented at the 2010 Asia Tourism Forum Conference, May $7^{\text {th }}-9^{\text {th }}, 2010$ at Hualien, Taiwan and was recently accepted for publication by the Tourism Economics Journal.
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The significant impact of tourism specialization in stimulating economic growth is especially important from a policy perspective. For this reason, the relationship between tourism specialization and economic growth would seem to be an interesting and topical empirical issue. The study investigates whether tourism specialization is important for economic growth in 159 countries over the period 1989-2008. The results from panel threshold regressions show a positive relationship between economic growth and tourism specialization. Instrumental variable estimation of a threshold regression is used to quantify the contributions of tourism specialization to economic growth, while correcting for endogeneity between the regressors and error term. The significant impact of tourism specialization on economic growth in most regressions is robust to different specifications of tourism specialization, as well as to differences in real GDP measurement. However, the coefficients of the tourism specialization variables in the two regimes are significantly different, with a higher impact of tourism specialization on economic growth found in the low regime. These findings do not change with changes in the threshold variables. The empirical results suggest that tourism specialization does not always lead to substantial economic growth.

### 3.1 Introduction

A compelling reason to analyze tourism is its purported positive effect on economic development. On a global scale, tourism has become one of the major international trade categories that generate foreign exchange earnings, which leads to a positive contribution to the national balance of payments and in the travel account. Tourism is also an effective source of income and employment. The contribution of tourism to world GDP is estimated to be approximately $5 \%$. Tourism's contribution to employment tends to be slightly higher, and has been estimated in the order of 6-7\% of the overall number of jobs (direct and indirect) worldwide. For advanced and diversified economies, the contribution of tourism to GDP ranges from approximately $2 \%$ for countries where tourism is a comparatively small sector, to over $10 \%$ for countries where tourism is an important pillar of the economy. For small islands and developing countries, or specific regional and local destinations where tourism is a key economic sector, the importance of tourism tends to be even higher (UNWTO, 2009).

According to the World Travel and Tourism Council (WTTC), in many developing regions the travel and tourism sectors have contributed a relatively larger total share to GDP and employment than the world average (World Travel and Tourism Council, 2009a). The travel and tourism economy GDP, the share to total GDP, the travel and tourism economy employment for all regions in 2009, as well as future tourism in real growth that has been forecast by the WTTC for the next ten years, are presented in Table 3.1(World Travel and Tourism Council, 2009b).

The success of economic development attributed to the tourism sector depends on different aspects. More precisely, the extent of a country's specialization in
tourism may have a different effect on economic growth. In this respect, this study aims to examine empirically whether tourism specialization's contribution to economic growth can be characterized by three different macroeconomic threshold variables.

The relationship between tourism and development, and implications for an understanding of the potential contribution to the development of destination areas, are conceptualized in the model of Sharpley and Telfer (Sharpley \& Telfer, 2002). The model demonstrates not only the interdependence between tourism and the broad socio-culture, but also the political and economic context within which it operates. The relationship between the potential developmental role of tourism and the consequences of development are recognized as a dynamic tourism-development system in which a multi-directional relationship exists (Sharpley \& Telfer, 2002). Therefore, an essential issue is the potential endogeneity associated with the purported contribution of tourism to development. In this scenario, it is important to clarify the relationship between tourism specialization, economic development, and the correction for statistical bias that arises from the endogeneity problem in economic growth models. Therefore, the instrumental variable estimation method is used to accommodate this potentially serious problem.

The main contributions of this study are as followed. First, no previous studies have rigorously evaluated whether the relationship between economic growth and tourism specialization is different in each sample grouped on the basis of three macroeconomic variables, namely the degree of trade openness, investment share to GDP, and government consumption as a percentage of GDP. Second, the nonlinear relationship between economic growth and tourism specialization is examined
through two powerful methods, namely the panel threshold model of Hansen (Hansen, 1999) and instrumental variable (IV) estimation of a threshold model of Caner and Hansen (Caner \& Hansen, 2004). These two models are used to deal with the potential endogeneity of the level of tourism specialization in empirical growth regressions.

The remainder of the study is organized as follows: Section 2 presents a literature review, Section 3 describes the growth model, Section 4 describes the data, Section 5 presents the empirical specification and methodology, Section 6 reports the empirical results from the panel threshold and IV threshold models, Section 7 gives some concluding remarks.

### 3.2 Literature Review

In the economic growth literature, tourism's contribution to economic development has been well documented, and is important from a policy perspective. There are two main steams of thought stemming from the Export-Led Growth (ELG) hypothesis. The strong association between tourism and economic growth is often attributed to two main economic channels. Nowak et al. explained the so called "twogap" hypothesis, whereby tourism export promotion permits accumulation of foreign exchange that can be used to import essential inputs and capital goods not produced domestically. This can, in turn, be used to expand the host nation's production possibilities, which is generally known as Tourism Capital Imports to Growth (TKIG) (Nowak, Sahli, \& Cortés-Jiménez, 2007). The importance of the two-link chain between tourism and growth through imports of capital goods has typically not been well explored in previous empirical research.

Second, the influence of tourism activities can generate additional demand of goods and services, incomes and new employment opportunities. The direct effect of increasing international tourism promotes economic growth as a non-traditional export, which is known as the Tourism-Led-Growth (TLG) hypothesis. Balaguer and Cantavella-Jordá were the first to consider this concept. International tourism can be treated as either a non-traditional export which implies a source of receipts, or as a potential strategic factor to development and economic growth (Balaguer \& Cantavella-Jordá, 2002). The empirical literature on a reciprocal causal relationship between tourism and economic development may be considered in several classifications, depending on the techniques applied. Most historical studies have been based on various econometric techniques, such as causality testing, application of the cointegration and error correction models, and relying mainly on regional analysis. Various results might be obtained according to the method used, period analyzed, and the variables selected.

Empirical research which demonstrates that tourism is considered as a main factor in economic growth include the studies of Balaguer and Cantavella-Jordá for Spain (Balaguer \& Cantavella-Jorda, 2004; Balaguer \& Cantavella-Jordá, 2002), Dritsakis for Greece (Dritsakis, 2004), Durbarry for Mauritius (Durbarry, 2004), Gunduz and Hatemi for Turkey (Gunduz \& Hatemi-J, 2005), Oh for Korea (Oh, 2005), Kim et al. for Taiwan (Kim, Chen, \& Jang, 2006), Louca for Cyprus (Louca, 2006), Brida et al. for Mexico (Brida, Carrera, \& Risso, 2008), Ishikawa and Fukushige for the Amami Islands in Japan (Ishikawa \& Fukushige, 2007), Gani for some South Pacific islands (Gani, 1998), Cortés-Jiménez for Spanish and Italian regions (Cortés-Jiménez, 2008), and Cortes-Jimenez and Pulina for Spain and Italy
(Cortes-Jimenez \& Pulina, 2010). It is worth mentioning that Durbarry (2004) is innovative when considering tourism as one type of export. This study, which was inspired by the Export-Led Growth (ELG) hypothesis, attempted to verify both the ELG and TLG hypotheses for Mauritius. The relationship between disaggregated exports, including international tourism, and economic growth is investigated through a production function, where economic growth is explained by physical and human capital, and is compatible with the new growth theory (Durbarry, 2004).

Several recent studies have delved deeper into cross-sectional analysis. Eugenio-Martín et al. investigated the impact of the tourism industry on economic growth and development in seventeen Latin American countries within the framework of the conventional neoclassical growth model, from 1995 to 2004. The empirical results show that revenues from the tourism industry made a positive contribution to the current level of GDP and economic growth of LACs (Eugenio-Martín, Morales, \& Scarpa, 2004). Sequeria and Campos used tourism receipts as a percentage of exports and as a percentage of GDP as proxy variables for tourism. A sample of 509 observations from 1980 to 1999 was divided into several smaller subsets of data. Their results from pooled OLS, random effects and fixed effects models showed that growth in tourism was associated with economic growth only in African countries. A negative relationship was found between tourism and economic growth in Latin American countries, and in the countries with specialization in tourism. However, they did not find any evidence of a significant relationship between tourism and economic growth in the remainder of the groups (Sequeira \& Campos, 2007)

Lee and Chang applied the heterogeneous panel cointegration technique to investigate the long-run comovements and causal relationships between tourism
development and economic growth for OECD and non-OECD countries for the 19902002 period. A cointegrated relationship between GDP and tourism development was substantiated. Furthermore, the panel causality test provided an unidirectional causality relationship from tourism development to economic growth in OECD countries, and bidirectional relationships in non-OECD countries (Lee \& Chang, 2008).

Regarding previous research on the importance of tourism as a significant growth-enhancing factor, there is a general agreement on the association between tourism and economic growth, but no consensus on a causal link between them. In other words, evidence regarding whether tourism actually causes economic growth remains contentious and inconclusive. Testing the validity of two hypotheses stemming from the Export-Led Growth (ELG) hypothesis has been a major concern in previous empirical tourism studies. However, investigation of the empirical tourism and growth relationship supported by either the Tourism Capital Imports to Growth (TKIG) or Tourism-Led-Growth (TLG) hypothesis deserves greater attention.

Several studies have examined empirically the "aggregate relationship" between tourism and economic growth, with the implicit assumption that tourism uniformly affects economic growth. Although such research sheds light on an even better understanding of the empirical relationship between tourism and economic growth, it is worth considering whether there are differences in the contingent effect in the tourism-economic growth linkage across countries. It is highly probable that the tourism-economic growth relationship involves heterogeneity. Specifically, the relationship between tourism and economic growth is contingent in nature, involving
nonlinearity and threshold effects. That is, tourism affects economic growth differently given different levels of conditional factors.

There have been few studies which have examined the tourism and economic growth relationship. Differences in comparative advantage in a less productive sector, such as tourism, might lead the country to grow at a different rate. For example, Lanza and Pigliaru used an analytical framework based on Lucas's two-sector endogenous growth model, in which the growth-effect of different specialization can easily be compared. Based on their work, the model pointed to an important reason as to why tourism specialization is not harmful to growth. They noticed that countries with relatively high tourism specialization are likely to grow fast, and are generally small. Moreover, their analysis suggested that what matters for explaining specialization in tourism is a country's relative endowment of the natural resources, rather than its absolute size. Therefore, countries with relative abundance of a natural resource will be more specialized in tourism, and are likely to grow faster (Lanza \& Pigliaru, 2000).

Brau et al. investigated the relative economic performance of countries that have specialized in tourism, from 1980 to 2003. Tourism specialization and small countries are defined simply as the ratio of international tourism receipts to GDP and to countries with an average population of less than one million, during 1980-2003. They found that tourism could be a growth-enhancing factor for small countries, which are likely to grow faster only when they are highly specialized in tourism. Although the study considered the heterogeneity among countries in terms of the degree of tourism specialization and country size, the threshold variables were not based on any selection criteria. It would be preferable to use selection criteria to
separate the whole sample into different subsets in which tourism may significantly affect economic growth (Rinaldo Brau, Lanza, \& Pigliaru, 2007).

Algieri analyzed the linkages between economic growth and tourism-based economies. The results showed that tourism can be a significant engine of economic growth when the elasticity of substitution between manufacturing goods and tourism services is less than 1. There are two stylized facts: (1) countries that specialized in tourism register good economic performance; (2) these same countries have small dimensions, as defined by international trade theory (Algieri, 2006). Po and Huang use cross-section data (1995-2005 yearly averages) for 88 countries to investigate the nonlinear relationship between tourism development and economic growth when the degree of tourism specialization (defined as receipts from international tourism as a percentage of GDP) is used as the threshold variable. The results of the nonlinear threshold model indicate that data for 88 countries should be divided into three regimes to analyze the tourism-growth nexus. The results of the threshold regression show that a significantly positive relationship between tourism and economic growth is found only in the low and high regimes. However, the potential endogeneity is not taken into account in their economic growth regression (Po \& Huang, 2008).

Arezki et al. quantified the relationship between tourism specialization and growth while correcting for endogeneity by using the instrumental variables technique (IV) for a cross-section of up to 127 countries, over the period 1980 to 2002. The instrument for tourism is the number of UNESCO sites per 100,000 inhabitants in 2002. They showed that the gains from tourism specialization can be significant, and that the result holds against a large array of robustness checks (Arezki, Cherif, \& Piotrowski, 2009). Adamou and Clerides investigated the relationship between
tourism and specialization, and economic growth. It was found that tourism specialization is associated with higher rates of economic growth at relatively low levels of specialization. The contribution of tourism will become minimal at high levels of specialization, and tourism can even become a hindrance to further growth (Adamou \& Clerides, 2010). Finally, Figini and Vici provided an empirical assessment of the relationship between tourism specialization and economic growth. They found that tourism-based countries did not grow at a higher rate than nontourism based countries, except for the 1980-1990 period (Figini \& Vici, 2010).

Thus, the influence of tourism specialization on economic growth has received great attention in recent studies. Furthermore, the existence of nonlinearity and threshold effects has been increasingly recognized as critical issues for tourism and economic growth, with a more complex and heterogeneous relationship. In this study nonlinearity and threshold effects is identified in the tourism specialization and economic growth relationship, conditional on the degree of trade openness, investment share to GDP, and government consumption expenditure as a percent of GDP. To the best of our knowledge, there has not been any analysis that identifies the existence of threshold effects of tourism specialization on economic growth, with a correction for potential endogeneity.

Unlike previous studies, this study uses endogenous threshold regression analysis rather than arbitrarily assuming a cut-off point. The endogenous threshold regression technique has advantages over traditional approaches. First, it does not require any specific functional form for nonlinearity. Second, the number and cut-off points are endogenously determined by the data. Finally, it provides an asymptotic distribution theory to construct confidence intervals for the estimated parameters.

These econometric techniques are more appropriate to this study because endogenous sample splitting leads to the heterogeneous nature of countries in the sample. Furthermore, special attention is given to identify the relationship between tourism specialization, with different possible threshold variables which are highly related to tourism specialization.

Recognition of the existence of the heterogeneity in the tourism specialization and economic growth relationship gives the important implications for the development of tourism, trade and relevant macroeconomic policy. Tourism specialization's contribution to economic growth exhibits either increasing or diminishing rate after reaching a certain threshold. The findings could provide the useful guidance for economy's resource allocation. For example, if it is found that the contribution of tourism specialization to economic growth turns to be less as the country being at high level of specialization, reallocation the resources in tourism sector to other high potential economic sectors leads countries to be better off. Moreover, the countries should closely monitor the level of three important key variables, which are degree of trade openness, investment share to GDP and the government consumption expenditure as a percent of GDP, to be at the appropriate level in order to ensure that the extent of tourism specialization's contribution will not be less significant to their economy beyond some certain levels of such factors.

## The Growth Model

This study assesses the determinants of growth, where the focus is on the role of tourism specialization based upon the Cobb-Douglas production function within the neoclassical framework. The augmented version of the Solow-Swan neoclassical
growth model, developed by Mankiw, Romer and Weil, hereafter MRW, is of interest (Mankiw, Romer, \& Weil, 1992). Adopting the MRW neoclassical approach has one advantage in which a simple theoretical framework for empirical growth regression is explicitly derived. Hence, following the MRW framework is a foundation for empirical works on economic growth.

Although the Solow model, in which the rates of saving and population growth are taken as exogenous, accurately predicts the direction of the effects of saving and population growth, the magnitude of such effects is too large. MRW extended the Solow model by considering a broader measure of the capital stock that includes both human and physical capital, in which both are augmented by investment of a fraction of GDP, while maintaining the assumptions of exogenous technological progress and diminishing returns to all capital. The exclusion of human capital from the Solow model can potentially explain why the estimated influences of saving and population growth appear too large. MRW gave two reasons regarding this point. They found that accumulation of human capital is, in fact, correlated with saving and population growth. Including human capital in an aggregate production function as a separate factor of production lowers the estimated effects of saving and population growth roughly to the value predicted by the augmented Solow model. This slows the rate of convergence to the steady state, thereby allowing the transitional dynamics to be more important in explaining differences in growth. However, the MRW model still suggests that when economies have reached their steady states, they will experience the same growth rates in output per worker; which is equal to the common exogenously determined rate of technological progress (Mankiw et al., 1992).

Including human capital can potentially alter not only the theoretical modeling, but also the empirical analysis of economic growth. At the theoretical level, properly accounting for human capital may change the nature of the growth process. At the empirical level, the existence of the human capital can alter the analysis of cross-country differences. Thus, the empirical results are likely to be biased from the omitted variable problem.

MRW start from a Cobb-Douglas production function with constant returns to scale:

$$
\begin{equation*}
Y_{t}=K_{t}^{\alpha} H_{t}^{\beta}\left(A_{t} L_{t}\right)^{1-\alpha-\beta} \tag{1}
\end{equation*}
$$

where $Y$ is output, $K$ is physical capital, $H$ is human capital, $L$ is labor supply and $A$ is the level of technology.

MRW assume that investment rates in physical and human capital are constant at $s_{k}$ and $s_{h}$ respectively, and that both types of capital depreciate at a common rate $\delta$. Technology grows at the same exogenous rate $g$ across countries, while the labor force grows at differing rates $n$. The initial level of efficiency, $A(0)$, is assumed to vary randomly across countries and this can be used to justify the error term. In addition, $\alpha+\beta<1$ is assumed to represent the decreasing returns to all capital.

The dynamic equations for $k$ and $h$ are given by

$$
\begin{equation*}
\dot{k}_{t}=s_{k} y_{t}-(n+g+\delta) k_{t} \tag{2}
\end{equation*}
$$

$$
\begin{equation*}
\dot{h_{t}}=s_{h} y_{t}-(n+g+\delta) h_{t} \tag{3}
\end{equation*}
$$

where $y=\frac{Y}{A L}, k=\frac{K}{A L}$, and $h=\frac{H}{A L}$ are the level of output per effective unit of labor, the stock of physical capital per effective unit of labor and the stock of human capital per effective unit of labor, respectively.

Equation (2) and (3) imply that $k$ and $h$ converge to their steady state values, $k^{*}$ and $h^{*}$, defined by

$$
\begin{align*}
& k^{*}=\left(\frac{s_{k}^{1-\beta} s_{h}^{\beta}}{n+g+\delta}\right)^{1 /(1-\alpha-\beta)} \\
& h^{*}=\left(\frac{s_{k}^{\alpha} s_{h}^{1-\alpha}}{n+g+\delta}\right)^{1 /(1-\alpha-\beta)} \tag{4}
\end{align*}
$$

Substituting (4) into the production function and taking logarithm gives the following expression for steady state income per capita:

$$
\begin{equation*}
\ln \left(\frac{Y_{t}}{L_{t}}\right)=\ln A(0)+g t-\frac{\alpha+\beta}{1-\alpha-\beta} \ln (n+g+\delta)+\frac{\alpha}{1-\alpha-\beta} \ln \left(s_{k}\right)+\frac{\beta}{1-\alpha-\beta} \ln \left(s_{h}\right) \tag{5}
\end{equation*}
$$

This equation shows how income per capita depends on population growth and accumulation of physical and human capital. In empirical growth literature, the physical capital saving rate was approximately by the investment share in GDP, while the human capital is essentially a linear function of the rate of secondary school enrolment. Nonetheless, there is an alternative way to express the role of human capital in determining income in this model. Combining (5) with the equation for the steady-state level of human capital given in (4) yields an equation for income as a function of the rate of investment in physical capital, the rate of population growth, and the level of human capital:

$$
\begin{equation*}
\ln \left(\frac{Y_{t}}{L_{t}}\right)=\ln A(0)+g t-\frac{\alpha}{1-\alpha} \ln (n+g+\delta)+\frac{\alpha}{1-\alpha} \ln \left(s_{k}\right)+\frac{\beta}{1-\alpha} \ln \left(h^{*}\right) \tag{6}
\end{equation*}
$$

Equation (5) and (6) are almost identical except that the level of human capital is a component of the error term in (5). Because the saving rate and population growth rates influence $h^{*}$, human capital should be expected to be positively correlated with
the saving rate and negatively correlated with population growth. The model with human capital provides two possible ways to estimate the steady-state of income per capita. One can choose either (5) or (6) depending on whether the available data on human capital correspond more closely to the rate of accumulation $\left(s_{h}\right)$ or to the level of human capital ( $h$ ).

After developing and testing the augmented Solow model, MRW examined the dynamics of the economy when it is not in steady state. Let $y^{*}$ be the steady state level of income per effective worker given by equation (5), and let $y_{t}$ be the actual value at time $t$. Approximating around the steady state, the pace of convergence is given by
where

$$
\begin{align*}
& \frac{d \ln \left(y_{t}\right)}{d t}=\lambda\left[\ln \left(y^{*}\right)-\ln \left(y_{t}\right)\right]  \tag{7}\\
\lambda= & (n+g+\delta)(1-\alpha-\beta)
\end{align*}
$$

The model suggests a natural regression to study the rate of convergence.
Equation (7) implies that,

$$
\begin{equation*}
\ln \left(y_{t}\right)=\left(1-e^{-\lambda \tau}\right) \ln \left(y^{*}\right)+e^{-\lambda \tau} \ln \left(y_{t 0}\right) \tag{8}
\end{equation*}
$$

where $y_{t 0}$ is income per effective worker at some initial point of time and $\tau=t-t_{t 0}$.
Subtracting $\ln \left(y_{t 0}\right)$ from both sides so as to obtain a partial adjustment process,

$$
\begin{equation*}
\ln \left(y_{t}\right)-\ln \left(y_{t 0}\right)=\left(1-e^{-\lambda \tau}\right) \ln \left(y^{*}\right)-\left(1-e^{-\lambda \tau}\right) \ln \left(y_{t 0}\right) \tag{9}
\end{equation*}
$$

Equation (9) can be rearranged as follows:

$$
\begin{equation*}
\ln \left(y_{t}\right)-\ln \left(y_{t 0}\right)=\left(1-e^{-\lambda \tau}\right)\left[\ln \left(y^{*}\right)-\ln \left(y_{t 0}\right)\right] \tag{10}
\end{equation*}
$$

Let $\theta=\left(1-e^{-\lambda \tau}\right)$ and substitute $\ln \left(y^{*}\right)$ with equation (5):

$$
\begin{align*}
& \ln \left(y_{t}\right)-\ln \left(y_{t 0}\right) \\
& =\theta \ln A(0)+g t-\theta \frac{\alpha+\beta}{1-\alpha-\beta} \ln (n+g+\delta)+\theta \frac{\alpha}{1-\alpha-\beta} \ln \left(s_{k}\right) \\
& \quad+\theta \frac{\beta}{1-\alpha-\beta} \ln \left(s_{h}\right)-\theta \ln \left(y_{t 0}\right) \tag{11}
\end{align*}
$$

It is obviously that in the augmented Solow model or MRW model the growth of income is a function of the determinants of the ultimate steady state and the initial level of income. The negative coefficient of the initial income implies the convergence process. In contrast to endogenous growth models, the MRW model predicts that countries with similar technologies and rate of accumulation and population growth should converge in income per capita. Yet this convergence occurs more slowly than the Solow model suggests.

Equation (11) can be expressed in the form of panel specification as $\theta \ln A(0)$ is treated as time-invariant individual country-effect term and $g t$ is as the time specific effect. Islam (1995) noted that equation (11) was based on approximation around the steady state and was supposed to capture the dynamic toward the steady state. If the character of getting close to the steady state of convergence process remains unchanged over the period as a whole, then considering that process in consecutive shorter time interval should reflect the same dynamic process as well.

As noted in Temple (1999), in the absence of a suitable proxy for technical efficiency, A, the only way to obtain consistent estimates of a conditional convergence regression is to use panel data methods, as it fundamentally allows one to control for the effects of omitted variables that persist over time. By moving to a panel data framework, at least unobserved heterogeneity in the initial level of
efficiency can be controlled. Moreover, several lags of the regressors can be used as instruments, where required, which can alleviate measurement error and endogeneity biases. The panel specification of growth model is generally expressed as follows:

$$
\begin{equation*}
g_{i t}=\alpha y_{i, t-1}+\beta X_{i t}+\eta_{t}+\mu_{i}+v_{i t} \tag{12}
\end{equation*}
$$

where $g_{i t}$ is the average growth rate of income per effective worker over shorter time interval which is normally 5 -year or 10 -year average. $y_{i, t-1}$ is an initial level of income per effective worker (5-year average of income per effective worker from the previous period). $X_{i t}$ is a vector of control variables. $\mu_{i}$ is a country specific effect. $\eta_{t}$ is time specific effect, $v_{i t}$ is transitory error term that varies across countries and time period (a serially uncorrelated measurement error), sub-index $i$ denotes different country, and sub-index $t$ refers to different time periods (Temple, 1999).

### 3.3 Data

The countries in the sample were selected based on data availability. Tourism data cause the main constraint in this study. Subject to such criteria, 159 countries are used in the sample, as given in Table 3.2. Annual data from 1989 to 2008 for 159 countries and 20 annual observations were organized in a five-year averaged panel data format in order to smooth out business cycle fluctuations and the effects of particular events. The empirical literature on economic growth usually emphasizes the reduction in measurement errors, as well as avoiding problems associated with missing observations in a specific year for a country in the sample. There are four periods, namely 1989-1993, 1994-1998, 1999-2003, and 2004-2008, in which the procedure of directly averaging the values of the variables has been taken. In addition
to a broad panel of 159 countries, a pure cross-section averaged over the same period is organized in order to identify the threshold effects in the tourism specialization and growth relationship through a cross-sectional instrument variable (IV) threshold approach.

Economic growth is specified using the growth rates of three different GDP measurements, namely real GDP chain per worker (rgdpwok), real GDP chain per capita (rgdpch), and real GDP per capita (Constant Prices: Chain series), and real GDP Laspeyres per capita (rgdpl) or real GDP per capita (Constant Prices: Laspeyres), derived from the growth rates of $\mathrm{c}, \mathrm{g}$ and i . These variables are obtained from the Penn World Tables version 6.3, which is available online at the Center for International Comparisons of Production, Income and Prices, University of Pennsylvania (Heston, Summers, \& Aten, 2009). Initial income is defined as the 5year average of real GDP per capita in the previous period in the case of panel threshold analysis, and as the real GDP per capita in the initial year (1989) in the case of cross-sectional instrumental variable threshold analysis. This variable is used to capture the convergence process in the economic growth model.

The physical investment variable comes from the investment share of real GDP per capita (ki); population (POP), and openness in current prices (OPENK), which is total trade (the value of exports plus imports) as a percentage of GDP, and is used as a proxy for the trade openness variable. These are also obtained from the Penn World Tables version 6.3. Public expenditure in education is used as a proxy for human capital, government consumption as a percentage of GDP, surface area (sq. km ), and three tourism specialization variables, tourist arrivals, and tourism receipts as a share of exports of goods and services, tourism receipts as a share of exports of

GDP, as an indication of the degree of tourism specialization, are obtained from the World Bank's World Development Indicators (WDI) database (World Bank, 2009).

For the institutional variables, they are obtained from the "Worldwide Governance Indicators (WGI) project" for 1996-2008 from the World Bank (World Bank Institute, 2009). It consists of six different indicators of institutional quality referring to six dimensions of governance, namely voice and accountability, political stability and absence of violence, government effectiveness, regulatory quality, rule of law, and control of corruption. These indicators are available biannually since 1996, and annually since 2002. In this study, the first available data (that is, 1996) are used for the values in the initial 5-year averaged period (1989-1993).

The descriptions for all six institutional variables are as follows (World Bank Institute, 2009);
(1) Voice and accountability: captures perceptions of the extent to which a country's citizens are able to participate in selecting their government, as well as freedom of expression, freedom of association, and a free media.
(2) Political stability and absence of violence: captures perceptions of the likelihood that the government will be destabilized or overthrown by unconstitutional or violent means, including politically-motivated violence and terrorism.
(3) Government effectiveness: captures perceptions of the quality of public services, the quality of the civil service and the degree of interdependence from political pressures, the quality of policy formation and implementation, and the credibility of the government's commitment to such policies.
(4) Regulatory quality: captures perceptions of the ability of the government to formulate and implement sound policies and regulations that permit and promote private sector development.
(5) Rule of law: captures perceptions of the extent to which agents have confidence in and abide by the rules of society and, in particular, the quality of contract enforcement, property rights, the police and the courts, as well as the likelihood of crime and violence.
(6) Control of corruption: captures perceptions of the extent to which public power is exercised for private gain, including both petty and grand forms of corruption, as well as the impact on the state by the elite and private interests.

The UNESCO World Heritage List (WHL) per country is obtained from an official website of UNESCO (http://whc.unesco.org/en/list). The World Heritage List includes 890 properties forming part of the cultural and natural heritage, which the World Heritage Committee considers as having outstanding universal value. This includes 689 cultural, 176 natural and 25 mixed properties in 148 States Parties. As of April 2009, 186 States Parties had ratified the World Heritage Convention (UNESCO, 2009). The details of the variables and data sources are provided in Table 3.3.

### 3.4 Methodology

## Panel Threshold Model

The main purpose of this section is to use a threshold variable to investigate whether the relationship between tourism specialization and economic growth is different in each sample grouped on the basis of certain thresholds. This is to determine if the existence of threshold effects between two variables is different from
the traditional approach, in which the threshold level is determined exogenously. If the threshold level is chosen arbitrarily, or is not determined within an empirical model, it is not possible to derive confidence intervals for the chosen threshold. The robustness of the results from the conventional approach is likely to be sensitive to the level of the threshold. The econometric estimator generated on the basis of exogenous sample splitting may also pose serious inferential problems (for further details, see (Hansen, 1999, 2000)).

The critical advantages of the endogenous threshold regression technique over the traditional approach are as follows: (1) it does not require any specified functional form of non-linearity, and the number and location of thresholds are endogenously determined by the data; and (2) asymptotic theory applies, which can be used to construct appropriate confidence intervals. A bootstrap method to assess the statistical significance of the threshold effect is also available in order to test the null hypothesis of a linear formulation against a threshold alternative.

For the reasons given above, the panel threshold regression method developed by Hansen (1999) is employed to search for multiple regimes, and to test the threshold effect in the tourism specialization and economic growth relationship within a 5 -year panel data set. The possibility of endogenous sample separation, rather than imposing a priori an arbitrary classification scheme and the estimation of a threshold level, are allowed in the model. If a relationship exists between these two variables, the threshold model can identify the threshold level and permit testing of such a relationship over different regimes categorized by the threshold variable (Hansen, 1999).

Although the Hansen (2000) approach is commonly used in cross-sectional analysis, it can also be extended to a fixed effect panel, provided that no endogenous problem exists. Specifically, the method requires that all explanatory variables are exogenous (Hansen, 2000). In some circumstances, especially in empirical growth models, the key variables for economic growth are likely to be endogenous. In an economic model, a variable is endogenous when there is a correlation between the variable and the error term. Endogeneity can arise as a result of measurement error, autoregression with auto correlated errors, simultaneity, omitted variables, and sample selection errors. The problem of endogeneity occurs when one or more regressors are correlated with the error term in a regression model, which implies that the regression coefficient in an OLS regression is biased. Thus, the Hansen (2000) approach will no longer be applicable. In order to overcome the endogeneity problem, instrumental variable estimation of the cross-sectional threshold model introduced by Caner and Hansen (2004) is also used (Caner \& Hansen, 2004).

Hansen (1999) developed econometric techniques appropriate for threshold regression with a panel data. Allowing for fixed individual effects, the panel threshold model divides the observations into two or more regimes, depending on whether each observation is above or below a threshold level. The observed data are from a balanced panel $\left(y_{\mathrm{it}}, \mathrm{q}_{\mathrm{it}}, \mathrm{x}_{\mathrm{it}}: 1 \leq i \leq \mathrm{n}, 1 \leq \mathrm{t} \leq \mathrm{T}\right)$. The subscript $i$ indexes the individual and $t$ indexes time. The dependent variable, $y_{i \mathrm{it}}$, is scalar, the threshold variable $\mathrm{q}_{\mathrm{it}}$ is scalar, and the regressor $\mathrm{x}_{\mathrm{it}}$ is a $k$ vector. The structural equation of interest is

$$
\begin{equation*}
y_{i t}=\mu_{i}+\beta_{1}^{\prime} x_{i t} I\left(q_{i t} \leq \gamma\right)+\beta_{2}^{\prime} x_{i t} I\left(q_{i t}>\gamma\right)+e_{i t} \tag{13}
\end{equation*}
$$

where $I(\cdot)$ is an indicator function.
The observations are divided into two regimes, depending on whether the threshold variable, $q_{i t}$, is smaller or larger than the threshold, $\gamma$. The regimes are distinguished by different regression slopes, $\beta_{1}$ and $\beta_{2}$. For the identification of $\beta_{1}$ and $\beta_{2}$, it is necessary that the elements of $x_{i t}$ are not time-invariant. The threshold variable, $q_{i t}$, is not time invariant. $\mu_{i}$ is the fixed individual effect, and the error $e_{i t}$ is assumed to be independently and identically distributed (iid), with mean zero and finite variance $\sigma^{2}$ (Hansen, 1999).

The threshold value $(\gamma)$ is estimated using the least squares method developed by Hansen (2000). A bootstrap procedure is used to obtain approximate critical values of the test statistics which allows one to perform the hypothesis test for the threshold effect. If the bootstrap estimate of the asymptotic $p$-value is smaller than the desire critical value, then the null hypothesis of no threshold effect is rejected. After a threshold value is found, the confidence intervals for the threshold value and slope coefficients are then estimated. A similar procedure can also be conducted to deal with the case of multiple thresholds. The possibility of existence of more than one threshold represents another advantage of this method over the traditional approach (Hansen, 1999, 2000). The focus in this study is to assess the role of tourism specialization on economic growth. The economic growth regression based on the neoclassical growth model described in the previous session is augmented with the tourism specialization variables in order to investigate empirically the relationship between tourism specialization and economic growth varies across subsamples grouped on the basis of various threshold variables. The empirical specification of the
economic growth regression, with tourism specialization within the panel threshold model framework, is represented as follows:

$$
\begin{equation*}
g_{i t}=\delta_{1} \operatorname{Tour}_{i t} I\left(q_{i t} \leq \gamma\right)+\delta_{2} \operatorname{Tour}_{i t} I\left(q_{i t}>\gamma\right)+\beta X_{i t}+\mu_{i}+\eta_{t}+v_{i t} \tag{14}
\end{equation*}
$$

where $I(\cdot)$ is the indicator function;
$g_{i t}$ is the growth rate of real GDP chain per worker (rgdpwok). The different definitions for income, namely real GDP chain per capita (rgdpch) and real GDP Laspeyres per capita (rgdpl) is also used to check whether the result is robust to the different specifications of the real GDP growth rate;

Tour $_{i t}$ is the tourism specialization variable that is widely used as a proxy for the influence of international tourism in most empirical tourism studies. There are several alternatives to measure the volume of tourism specialization discussed by Gunduz and Hatemi (Gunduz \& Hatemi-J, 2005). One is tourism receipts, which is the volume of earnings generated by foreign visitors, a second is the number of nights spent by visitors from abroad, and a third is the number of tourist arrivals. Depending on the availability of data for most countries in the sample, the second cannot be considered. As a result, three measures of tourism specialization are used to check whether the impact on economic growth is sensitive to different specifications of tourism measurement.

The selected tourism specialization variables are as follows (Sequeira \& Campos, 2007):
(1) tourist arrivals as population proportion (TA);
(2) tourism receipts as a share of exports of goods and services (TRE);
(3) tourism receipts as a share of real GDP (TRG).
$q_{i t}$ is the threshold variable used to examine whether tourism specialization plays a different role in the growth process due to the differing regimes endogenously categorized by three criteria, namely degree of trade openness (Trade ${ }_{i t}$ ), investment share to GDP $\left(K_{i t}\right)$, and the government consumption expenditure as a percent of GDP (Gov ${ }_{i t}$ ). These threshold variables are highly related to international tourism policies. Specifically, the degree of trade openness could be used to capture the relevance of a country to international trade. Clearly, international tourism and international trade are two major sources of foreign currency for small, as well as larger economies. Trade openness is considered as the criteria to verify whether the impact of tourism specialization on economic growth differs across regimes. The investment share to GDP is also used as a threshold variable as investment is an important factor to support tourism expansion. The extent of government consumption involvement in the economy represents government-induced distortions. In this study, whether the impact of tourism specialization at different levels of government-induced distortions is different across countries are under consideration.
$X_{i t}$ represents the vector of other explanatory variables and control variables which are:
$y_{i, t-1}$ is the 5 -year average of real GDP chain per worker for panel threshold analysis (and real GDP chain per capita and real GDP Laspeyres per capita, depending on which specification is used as the dependent variable) from the previous period, which is used to capture the convergence process. It is also defined as the real GDP chain per worker (or real GDP chain per capita and real GDP Laspeyres per
capita) in the initial year (1989) for instrumental variable threshold analysis (a negative sign is expected);
$K_{i t}$ is the investment share of real GDP per capita, which is used as a proxy for physical capital investment (a positive sign is expected);
$H_{i t}$ is the stock of human capital (currently, a common proxy is the average years of schooling in the population, but there might be a problem with this proxy due to excluding the quality of education: omitting the quality may decrease human capital accumulation, and bias the results, so an alternative proxy for human capital, which is public spending on education as a percentage of GDP, is used and can be used to capture the quality of education as well as human capital investment);
$n_{i t}$ is the population growth rate (a negative sign is expected);
Trade $_{i t}$ is trade openness in constant prices, which is used to measure the impact of openness of the economy in its growth performance, and is consistent with the current emphasis on the export-led growth hypothesis (a positive sign is expected);

Gov $_{i t}$ is the ratio of government consumption to GDP, which measures the extent of government involvement in the economy, and can also capture the effects of distortions induced by government);

The six institutional variables used in the model are as follows:
(1) $A c c_{i t}$ is an indicator of voice and accountability;
(2) Pol $_{i t}$ is an indicator of political stability and absence of violence;
(3) $E f f_{i t}$ is an indicator of government effectiveness;
(4) $R e g_{i t}$ is an indicator of regulatory quality;
(5) $L a w_{i t}$ is an indicator of the rule of law;
(6) $\operatorname{Cor}_{i t}$ is an indicator of the control of corruption.

The inclusion of institutional variables in empirical growth studies has recently been taken into consideration because the quality of institutions is regarded as a pre-condition to exploit natural and/or historical endowments which tourism development relies on (Rinaldo Brau, Liberto, \& Pigliaru, 2009); moreover, the inclusion of such an important explanatory variable identifies a further possible channel whereby tourism specialization could affect economic growth through institutions (a positive impact is expected);
$\mu_{i}$ is the individual (country) effect, $\eta_{t}$ is a time effect, and $v_{i t}$ is independently and identically distributed across countries and years.

## Instrumental Variables (IV) Threshold Model

Next, the Instrumental Variable (IV) threshold model developed by Caner and Hansen (2004) is briefly introduced. This approach is carried out with the pure crosssectional data averaged over 1989-2008, such that there is one observation per country.

The observed sample is $\left\{y_{i}, z_{i}, x_{i}\right\}_{i=1}^{n}$, where $y_{i}$ is real valued, $z_{i}$ is a $m$-vector, and $x_{i}$ is a $k$-vector, with $k \geq m$. The threshold variable, $q_{i}=q\left(x_{t}\right)$, is an element or a function of the vector $x_{i}$, and must have a continuous distribution. The data are either a random sample or a weakly dependent time series, so that unit roots and stochastic trends are excluded (Caner \& Hansen, 2004).

The structural equation of interest is

$$
\begin{array}{ll}
y_{i}=\theta_{1}^{\prime} z_{i}+e_{i}, & \\
y_{i}=\theta_{2}^{\prime} z_{i}+e_{i}, & \\
q_{i}>\gamma
\end{array}
$$

which may also be written in the form

$$
\begin{equation*}
y_{i}=\theta_{1}^{\prime} z_{i} I \cdot\left(q_{i} \leq \gamma\right)+\theta_{2}^{\prime} z_{i} I \cdot\left(q_{i}>\gamma\right)+e_{i} \tag{15}
\end{equation*}
$$

The threshold parameter is $\gamma \epsilon \Gamma$, where $\Gamma$ is a strict subset of the support of $q_{i}$. This parameter is assumed to be unknown and is to be estimated.

The reduced form is a model of the conditional expectation of $z_{i}$, given $x_{i}$ :

$$
\begin{gathered}
z_{i}=g\left(x_{i}, \pi\right)+\mu_{i} \\
E\left(\mu_{i} \mid x_{i}\right)=0
\end{gathered}
$$

where $\left(x_{i}, \pi\right)=\pi_{1}^{\prime} x_{i} I \cdot\left(q_{i} \leq \rho\right)+\pi_{2}^{\prime} x_{i} I \cdot\left(q_{i}>\rho\right)+e_{i}$

The parameter $\pi$ is unknown. The reduced form threshold parameter, $\rho$, may equal the threshold, $\gamma$, in the structural equation, but this is not necessary, and this restriction will not be used in estimation. Caner and Hansen (2004) estimate the parameter sequentially. First, they estimate the reduced form parameter $\pi$ by OLS. Second, they estimate the threshold, $\gamma$, using predicted values of the endogenous variable, $z_{i}$. Third, the slope parameters, $\theta_{1}$ and $\theta_{2}$, are estimated by 2SLS or GMM on the split samples implied by the estimate of $\gamma$ (Caner \& Hansen, 2004).

It is widely perceived that the effect of tourism specialization on economic growth gives rise to the possibility of both endogeneity and thereby a reverse relationship. Unobservable variables such as managerial skills that are crucial inputs in tourism activities, could directly explain both high economic growth and a high level of tourism specialization. Moreover, security and health issues, such as political stability, criminality and malaria, are detrimental to both tourism and growth (Arezki
et al., 2009). The instrumental variable estimation of a threshold model proposed by Caner and Hansen (2004) is then applied to avoid the endogeneity problem and to investigate the threshold effect of tourism specialization on economic growth. The IV threshold regression takes the form:

$$
\begin{align*}
& g_{i}=\left(\alpha_{1} \text { Tour }_{i}+\beta_{1} X_{i}\right) I \cdot\left(q_{i} \leq \gamma\right)+\left(\alpha_{2} \text { Tour }_{i}+\beta_{2} X_{i}\right) I \cdot\left(q_{i}>\gamma\right)+\mu_{i}  \tag{16}\\
& \text { Tour }_{i}=\left(\delta_{1} \text { Unesco }_{i}+\theta_{1} X_{i}\right) I \cdot\left(q_{i} \leq \gamma\right)+\left(\delta_{2} \text { Unesco }_{i}+\theta_{2} X_{i}\right) I \cdot\left(q_{i}>\gamma\right)+v_{i} \tag{17}
\end{align*}
$$

where $I(\cdot)$ is the indicator function, $X_{i}$ is the vector of keys variables which are $y_{1989}$, $K_{i}, H_{i}, n_{i}, \operatorname{Trade}_{i}, \operatorname{Gov}_{i}, \operatorname{Acc}_{i}, \operatorname{Pol}_{i}$, Eff $_{i}, \operatorname{Reg}_{i}, \operatorname{Law}_{i}, \operatorname{Cor}_{i}$, and $q_{i}$ is the threshold variable, which is also contained in $X_{i}$, namely investment share to GDP $\left(K_{i}\right)$, degree of trade openness (Trade $)_{i}$, and the level of government consumption (Gov $)^{\text {) , }}$ Unesco $_{i}$ is the number of the UNESCO World Heritage List per surface area, which is an instrumental variable, $\gamma$ is the threshold value, and $\alpha_{1}, \beta_{1}$ and $\alpha_{2}, \beta_{2}$ are two sets of slope parameters corresponding to the low and high regimes, respectively.

Equation (17) is estimated using OLS by substituting the fitted values of the endogenous variable, Tour $_{i}$, into (16). Then the threshold parameter, $\gamma$, is estimated using OLS. Finally, the slope coefficients are estimated using GMM on the split samples.

### 3.5 Empirical Results

The main objective is to investigate the threshold effect of tourism specialization on economic growth by applying endogenous threshold regression techniques rather than arbitrarily assuming cut-off points through a theoretical
specification within the panel and cross-sectional growth regression frameworks. In both frameworks, three key variables as threshold variables for tourism specialization and growth relationship are selected. Specifically, the selected threshold variables are the degree of trade openness, investment share to GDP, and the government consumption expenditure as a percentage of GDP.

The robustness of the tourism specialization and growth relationships is checked by using different definitions of tourism specialization and the growth rate of real GDP per capita. Three tourism specialization definitions are used to quantify the impact of international tourism specialization on economic growth, namely tourist arrivals as a proportion of the population (TA), tourism receipts as a share of exports of goods and services (TRE), and tourism receipts as a share of real GDP (TRG). Various measurements of real GDP per capita, namely growth rate of real GDP chain per capita (rgdpch), growth rate of real GDP chain per worker (rgdpwok), and growth rate of real GDP (Laspeyres) per capita (rgdpl), which are obtained from the Penn World Table 6.3 (PWT) is also used.

## Results from panel threshold regression

The descriptive statistics for the variables used in the 5 -year panel threshold model are reported in Table 3.4. The panel threshold analysis is first conducted, in which the slope estimates of the tourism specialization variables switch between regimes over different thresholds. The other variables are omitted as their coefficients do not change significantly from the linear specification model. Any results discussed in this section but not presented are available from the authors upon request.

Before estimating the threshold regression model, the existence of a threshold effect between economic growth and tourism specialization is tested. This study uses
the bootstrap method to approximate the F statistic, and then calculates the bootstrap p-value. The results are estimated over three economic growth specifications, with three different tourism specialization measures over three possible thresholds. The test statistic for a single threshold is significant for all models, while the test statistics for double and triple thresholds are insignificant. Thus, one may conclude that there is strong evidence that there is a single threshold in the relationship between economic growth and tourism specialization within the 5 -year panel data context. Given a single threshold effect between economic growth and tourism specialization, the whole sample is split into two regimes, where three variables, namely degree of trade openness, investment share to GDP and government consumption as a percentage of GDP, are used as the threshold variables. When a threshold is found, a simple regression can be used to yield consistent estimates.

## Results from IV threshold regression

In order to examine the contribution of tourism specialization to economic growth with different thresholds and regimes, the potential endogeneity of the level of tourism specialization in the growth regression needs to be taken into account. Ignoring this issue can lead to biased estimates of the coefficient associated with tourism specialization in the growth regression, in which several explanatory variables are likely to be endogenous. Therefore, the instrumental variable estimation of an endogenous threshold model, as recently developed by Caner and Hansen (2004), is applied to the pure cross-sectional data averaged over 1989-2008. The possible threshold effect of tourism specialization on economic growth is estimated, while the endogeneity problem is mitigated. The estimator for the threshold value involves two stage least squares (2SLS), and the estimates of the slope parameters are
obtained by using generalized method of moment (GMM). Following Arezki et al., the number of UNESCO sites for each country's surface area is used as the instrumental variable. [In their study, the instrument for tourism is the number of UNESCO sites per 100,000 inhabitants in the year 2002, kilometers of coastal area, and related interactions as additional instruments. They further test the robustness of the results by using different versions of the UNESCO World Heritage List, and the number of sites per surface area is also included in their analysis (Arezki et al., 2009).]

The descriptive statistics for the variables used in the cross-sectional IV threshold model are reported in Table 3.5. Tables 3.6-3.8 report the results from the IV threshold model. Three different growth specifications, with three alternative measures of degree of tourism specialization, as well as the set of control variables in the economic growth literature, are investigated in the threshold effect of tourism specialization on economic growth. The two regimes are based on different threshold variables, namely the degree of trade openness, investment share to GDP, and government consumption as a percentage of GDP. In contrast to the panel threshold analysis in the previous session, the slope coefficients of the tourism specialization variables, as well as other control variables, switch between regimes. Whether or not the coefficients of these key variables change between regimes after taking account of endogeneity in the cross-sectional regression is in a great concern.

Tables 3.6-3.8 show the results from three different definitions of the economic growth regressions, namely growth rate of real GDP chain per capita (rgdpch), growth rate of real GDP chain per worker (rgdpwok), and growth rate of real GDP (Laspeyres) per capita (rgdpl). The whole sample is grouped by the degree
of trade openness, the investment share to GDP, and the ratio of government consumption to GDP. In each table, regressions (1a)-(1c) are growth regressions of rgdpch augmented with three tourism specialization variables, namely tourist arrivals as a proportion of population (TA), tourism receipts as a share of exports of goods and services (TRE), and tourism receipts as a share of real GDP (TRG), respectively. Regressions (2a)-(2c) and (3a)-(3c) are organized in the same manner for the rgdpwok and rgdpl growth regressions, respectively.

In Table 3.6, the threshold values for trade openness are as follows: 91.872 for the rgdpch per capita growth regression (model 1), where 97 countries have a smaller value and 62 countries have a larger value; 105.486 for the rgdpwok per capita growth regression (model 2), where 115 countries have a smaller value and 44 countries have a larger value; and 74.056 for the $r g d p l$ per capita growth regression (model 3), where 74 countries have a smaller value and 85 countries have a larger value.

The relationship between tourism specialization and economic growth is found empirically. The coefficients associated with the tourism development variables range from 0.0145 to 0.029 in the lower trade openness regime, from 0.0051 to 0.00948 in the higher trade openness regime, and are significant across different growth rate specifications. These results suggest that tourism development has a positive growthboosting effect on the open economy, though this contribution may not be sustained as the economy reaches very high trade openness. According to Brau et al., a group of states with a degree of tourism specialization greater than $8 \%$, on average, over the period 1980-2004 is defined as tourism countries (Rinaldo Brau et al., 2009), the results here suggest that 33 countries can be characterized as "tourism countries". Most of these tourism specialized countries have a degree of trade openness higher
than the estimated threshold value for trade openness, particularly the small tourism specialized countries. About $41.07 \%$ (or $34.92 \%$ ) of countries with trade openness greater than $105.49 \%$ (or $91.87 \%$ ) are tourism countries. In other words, several countries with a relatively high degree of tourism specialization (tourism country) generally involve a higher degree of trade openness, yet they have not been able to achieve the desired consequences of this particular characteristic of economic growth.

The results obtained by Adamou and Clerides are supportive in this respect. They find that specialization in tourism adds to a country's rate of economic growth, but it does so at a diminishing rate. This means that, at high levels of specialization the independent contribution of tourism specialization to economic growth becomes minimal, and tourism specialization can even become a hindrance to further growth (Adamou \& Clerides, 2010). This interesting finding can be explained by the fact that the tourism destinations which have already achieved higher tourism specialization may import capital goods in order to support tourism expansion which, in turn, leads to a higher degree of trade openness. Furthermore, a sub-optimal use of natural resources of a country with relative endowment of natural resources might induce the country's loss of comparative advantage in tourism specialization with a lower contribution of tourism, and possibly also cause unsustainable economic growth in the long run.

The negative sign associated with initial income (the natural logarithm of real GDP per capita in 1989) supports the convergence hypothesis, some of which are significant. Regarding the influence of initial income on the growth rate, two estimation methods yield substantially different results. Such differences arise because initial income is measured differently based on alternative estimation
methods. The initial income in a 5-year panel (a fixed effect panel), for instance, is defined as the 5 -year average of income from the previous period. However, the initial income commonly used to check for convergence in the growth process in a pure cross-sectional analysis is income in the initial year. The difference in the coefficients of initial income in both methods emerges from differences in specification.

Trade openness provides evidence of the positive impact on economic growth. Note that the slightly greater magnitude is found in the higher-trade opening regime, which implies that the more open countries exert a powerful impact on economic prosperity. Investment share to GDP is found to be positive across all three models, but only a few are found to be statistically significant. The regressions also provide evidence of the negative impact of the population growth rate, the negative impact of government consumption, and the positive impact of six measures of institutional quality on economic growth. The coefficients of public investment in education for economic growth are found to be significantly positive for most regressions. This confirms that human capital plays a crucial role for economic growth, and that the inclusion of public expenditure in education in the economic growth regression is an accurate measure of human capital. The finding that human capital accumulation promotes economic growth is supported by several studies (see, for example, (Barro, 1991; Barro \& Lee, 2001).

Differences in the coefficients of the key variables between regimes are of particular interest. It is observed that the coefficients of all variables in the low regime are similar in magnitude to those in the high regime for each corresponding economic
growth specification. This empirical finding does not change as the threshold variable under consideration changes.

In Table 3.7, investment share to GDP is used as a threshold variable. The threshold values for the three growth specifications are similar. The threshold value for the rgdpch per capita growth regression (model 1) is 17.526 , where 62 countries have a smaller value and 97 countries have a larger value; 13.1726 for the $r g d p w o k$ per capita growth regression (model 2), where 39 countries have a smaller value and 120 countries have a larger value; and 13.0743 for the $r g d p l$ per capita growth regression (model 3), where 38 countries have a smaller value and 121 countries have a larger value. The estimates in each model are in line with the economic growth literature. Initial GDP has the expected negative coefficient, and the magnitude is similar to those obtained from Table 3.6. With respect to the sign of the other coefficients, trade openness, investment share to GDP, and institutional variables have a positive impact on economic growth, while population growth and government consumption have a negative impact. As in Table 3.6, public investment in education typically has a positive impact on economic growth. It is observed that the coefficients of all variables in the low regime are similar in magnitude to those in the high regime for each corresponding economic growth specification.

The impact of tourism specialization and economic growth seems consistent with the results in Table 3.6. The three tourism variables yield similar impacts on economic growth in each model. This implies that the impact of tourism specialization on economic growth is robust to the various specifications of tourism specialization. Although the significantly positive impact on economic growth is found, such impacts in different regimes are not the same. Tourism specialization has
a slight effect on economic growth in the high-investment share countries, while the lower-investment share countries have a higher impact. The coefficients associated with the three tourism specialization variables range from 0.0129 to 0.025 for the lowinvestment share regime, and from 0.00402 to 0.0062 for the high-investment share regime. Examining the list of countries with the investment share to GDP is greater than the estimated threshold value, it is found that $23.71 \%$ (or $21.66 \%$ ) of countries with investment share to GDP greater than $17.5268 \%$ (or $13.1726 \%$ ), for example, are identified as "tourism countries".

The results from three different growth specifications with government consumption expenditure as a percent of GDP as a threshold variable, are reported in Table 3.8. The crucial role of tourism expansion has been quantified through three different growth regressions. The empirical evidence from most regressions (a)-(c) in each economic growth specification strongly confirms the significantly positive impact of tourism specialization and economic growth. Only a few regressions are insignificant. The estimates of all three tourism specialization effects range from 0.0175 to 0.0198 for the lower-government spending regime, and from 0.0044 to 0.00593 for the higher-government spending regime. All the tourism specialization variables used to measure the reliance of a country on tourism yield similar findings for each empirical growth model.

Overall, the sign of the coefficients of the common regressors for economic growth are consistent with those reported in the previous tables. Moreover, similar magnitudes of the coefficients of all the variables across the two regimes in each corresponding economic growth specification are observed. In addition, it is found that government consumption has a largely negative impact in the high-government
spending regime, while the low-government spending regime experiences lower negative impact on economic growth. This finding is of interest in the government spending and economic growth relationship. Economic theory does not automatically generate strong conclusions about the impact of government outlays on economic performance. Indeed, there are circumstances in which lower levels of government spending might enhance economic growth and other circumstances in which higher levels of government spending would be desirable.

The "Rahn Curve" measures the relationship between different levels of government spending and economic performance. The growth-maximizing point on the Rahn Curve is the subject of considerable research. Experts generally conclude that this point is somewhere between $15 \%-20 \%$ of GDP, although it is possible that these estimates are too high since statistical studies are constrained by a lack of data for countries with limited governments (Larson, 2007). The threshold estimates for government spending in this case are 21.7132 for the rgdpch per capita growth regression (model 1), 17.6995 for the rgdpwok per capita growth regression (model 2), and 15.2363 for the $r g d p l$ per capita growth regression (model 3). Therefore, countries in the high government-spending regime can be considered as countries where higher government spending leads to a lower growth performance.

### 3.6. Concluding Remarks

Tourism specialization has significant potential beneficial economic impacts on the overall economy of tourism destinations. This study investigated whether tourism specialization has the same impact on economic growth in countries that differ in their degree of trade openness, investment share to GDP, and government
consumption as a percentage of GDP. In order to examine the contribution of tourism specialization to economic growth, the analysis is undertaken with different threshold variables and regimes through the panel threshold regression model of Hansen (2000) and IV threshold model of Caner and Hansen (2004). A 5-year averaged panel data set and a pure cross-sectional data set of 159 countries over the period 1989-2008 were used.

The results obtained from the panel threshold model showed that economic growth is boosted by means of trade openness, investment share, public investment in education, and institutional variables, while population growth and government consumption have negative effects. Initial income, trade openness, and public investment in education are significant in most regressions, and this remains unchanged as the threshold variable changes. However, the degree of influence of tourism specialization on economic growth in different regimes does not hold for several regressions or for different threshold variables. As a result, there is no consensus regarding whether tourism specialization has the same impact on economic growth for different values of the threshold variables.

The instrumental variable estimation of a threshold regression approach is applied to quantify the contributions of tourism specialization on economic growth, while correcting for endogeneity. The number of UNESCO World Heritage List per surface area is used as the instrumental variable. The results of the instrumental variable threshold estimation reveal that the estimates in each model are similar to those found in the economic growth literature. Initial GDP has the expected negative effect, implying the existence of conditional convergence in the economic growth process. Trade openness, investment share to GDP, and institutional variables have a
positive impact on economic growth, while population growth and government consumption have a negative impact, and are insignificant in most regressions. Public investment in education typically has a positive impact on economic growth. It is observed that the coefficients of all variables in the low regime are similar in magnitude to those in the high regime for each corresponding economic growth specification. These empirical findings do not change as the threshold variable under consideration changes.

Focusing on the coefficients of tourism specialization, namely TA, TRE and TRG, the results for the three economic growth models indicate that there is a significant and positive relationship between tourism specialization and three economic growth specifications. The robustness of such a relationship is illustrated by the qualitatively unchanged direction of the coefficients associated with the tourism specialization variables. The significant impact of tourism specialization on economic growth in most regressions is robust to the different specifications of tourism specialization, as well as to the different real GDP measures. However, the coefficients of these tourism specialization variables in the two regimes are significantly different, with the higher impact of tourism specialization on economic growth found in the lower regime. These findings do not change as the threshold variables under consideration change.

Greater reliance on tourism through three tourism specialization definitions increases the economic growth rate, but relatively less than for countries in the lowertrade openness or lower-investment regimes. Countries with a higher degree of trade openness and investment are tourism countries. By listing countries with trade openness and investment share to GDP greater than the threshold values, about
$41.07 \%$ with trade openness greater than $105.486 \%$, and $23.71 \%$ with investment share to GDP greater than $17.5268 \%$, are identified as "tourism countries". Moreover, as the threshold variable is changed to government consumption expenditure as a percentage of GDP, countries in the high government-spending regime can be considered as countries where the higher government spending leads to a lower growth performance.

Countries with a very high degree of trade openness and investment share to GDP are likely to experience lower benefits from tourism development on economic growth. This could be explained by the fact that the development of the tourism sector in these countries possibly relies on investment in fixed capital formation in order to provide the necessary supply of tourism. Furthermore, there is supporting evidence to suggest that many destinations, particularly emerging tourism countries, have attempted to overcome the lack of financial resources to speed up the process of tourism-specific infrastructure development. With limited opportunities for local public sector funding, these countries have been offered funding by international development organizations, or international companies, to make them more attractive as tourism destinations. Although foreign capital investment can generate extra income and growth from international tourist earnings for the host country, it can also generate greater leakages than domestic capital investment from local private and government sources. In addition to the leakages being remitted to the source of international funds, more imported goods may be used to support the tourism industry. As a result, these factors could cause the contribution of tourism specialization to GDP to be lower than expected.

On the other hand, countries with relatively low trade openness, investment share to GDP, and government consumption share to GDP, are possibly developed or developing, and their economies may not be so heavily dependent on the tourism sector. The overall value added, created in response to consumption in both tourism and other sectors of the economy, may be higher as a result of the involvement of the non-tourism or industrial sectors. Moreover, they might be able to develop other nontourism sectors that could make a greater contribution to overall economic growth. The higher level of development of these host economies is a significant factor in achieving an economically favourable stage of tourism development.

In summary, tourism specialization does not always lead to substantial impacts on economic growth. If the economy is too heavily dependent on the tourism sector, tourism development may not lead to impressive economic growth as the overall contribution of tourism specialization to the economy could be reduced by many factors. It is important for governments to consider the overall balance between international tourism receipts and expenditures, the structure of the ownership of tourism and related industries, the degree of development of domestic industries, their ability to meet tourism requirements from domestic production, and natural and sociocultural impacts of tourism development, to develop appropriate policies at a variety of levels or regions. Should these issues be constantly ignored, then such a country would likely experience lower benefits than might be expected, regardless of whether they are considered to be a country with a high degree of tourism specialization.

Tourism is widely justified on the basis of its potential contribution to economic development. Even if it is considered to be an effective source of foreign exchange earnings and employment for many countries or destinations, there remains
serious doubt whether tourism specialization can help to eliminate the widening gap between developed and developing countries, and to establish a more even and equitable income distribution within any particular country or destination. More specifically, tourism development has the potential to generate impressive economic growth. On the other hand, tourism can also exacerbate inequalities if both public and private investment is injected into selected areas that are deemed suitable for tourism development. In looking ahead, not only the role of tourism specialization on economic growth, but also its consequences on poverty and income inequality, must be put into perspective.

In order to derive concrete policy implications for any region, empirical analysis would be carried out to verify if the common findings for tourism specialization and economic growth are generally applicable. Future analysis on the nonlinear causal relationship between tourism specialization and economic growth should be done across different regions, classified on the basis of income class, level of economic development, and geographical area. This will lead to an even better understanding of the tourism specialization and economic growth relationship.

Table 3.1: Contribution of Tourism to the Overall Economy GDP and

Employment in 2009, and Projection of Travel \& Tourism Economy Real

## Growth, by Global Regions

| Regions | 2009 Travel <br> \&Tourism <br> Economy <br> GDP <br> (US\$ Mn) | 2009 Travel <br> \&Tourism <br> Economy <br> GDP \% <br> share | 2009 Visitor Exports (US\$ Mn) | 2009 Travel \& Tourism Economy Employment (Thous of jobs) |  <br> Tourism <br> Economy <br> Real <br> Growth <br> (2010-2019) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Caribbean | 39,410.668 | 30.312 | 24,154.262 | 2,042.512 | 3.568 |
| Central and Eastern Europe | 142,439.966 | 9.580 | 36,940.472 | 6,797.150 | 5.741 |
| European Union | 1,667,656.460 | 10.716 | 423,685.250 | 23,003.960 | 3.808 |
| Latin America | 176,954.984 | 8.729 | 30,223.315 | 12,421.720 | 4.031 |
| Middle East | 158,112.740 | 11.457 | 50,738.918 | 5,130.767 | 4.564 |
| North Africa | 62,893.900 | 12.164 | 25,622.089 | 5,440.087 | 5.417 |
| North America | 1,601,235.000 | 10.492 | 188,517.700 | 21,130.230 | 4.031 |
| Northeast Asia | 1,053,780.332 | 18.333 | 114,400.124 | 70,512.123 | 5.488 |
| Oceania | 115,902.843 | 18.558 | 38,403.241 | 1,701.315 | 4.394 |
| Other Western Europe | 150,082.280 | 10.207 | 42,694.005 | 2,277.688 | 2.642 |
| South Asia | 84,223.460 | 14.846 | 14,904.677 | 37,174.593 | 4.970 |
| South-East Asia | 155,158.492 | 10.478 | 65,765.366 | 23,231.522 | 4.415 |
| Sub-Saharan Africa | 65,866.259 | 9.047 | 23,392.256 | 8,948.552 | 4.718 |
| World | 5,473,717.38 |  | 1,079,441.62 | 219,812.220 |  |

Source: World Travel and Tourism Council (2009)

Table 3.2 Countries in the Sample

Table 3.3 Data Description and Sources

Table 3.3 Data Description and Sources (Continued)

Note: *The six governance indicators are measured in units ranging from about -2.5 to 2.5 , with higher values corresponding to better governance outcomes.
$* *$ surface area (sq.km) is obtained from WDI 2008 database.

Table 3.4 Summary Statistics: 5-year Panel Dataset

| Variables | Full Sample Summary Statistics |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | Std.Dev. | Minimum | Maximum | Observations* |
| $\begin{gathered} g_{i t} \\ \text { (rgdpwok) } \end{gathered}$ | 0.0249 | 0.4165 | -3.3670 | 8.8020 | $\mathrm{N}=636, \mathrm{n}=159, \mathrm{~T}=4$ |
| $\underset{\left(\begin{array}{c} g_{i t} \\ \text { (rgdpch } \end{array}\right.}{\text { and }}$ | 0.0288 | 0.1347 | -0.221 | 2.2170 | $\mathrm{N}=636, \mathrm{n}=159, \mathrm{~T}=4$ |
| $\begin{gathered} g_{i t} \\ (\mathrm{rgdpl}) \end{gathered}$ | 0.0304 | 0.3570 | -1.9410 | 7.9450 | $\mathrm{N}=636, \mathrm{n}=159, \mathrm{~T}=4$ |
| $\begin{aligned} & \operatorname{Tour}_{\text {it }} \\ & \text { (TA) } \end{aligned}$ | 54.4223 | 13.3426 | 0.0390 | 2082.955 | $\mathrm{N}=636, \mathrm{n}=159, \mathrm{~T}=4$ |
| Tour $_{\text {it }}$ <br> (TRE) | 15.2337 | 16.3920 | 0.0530 | 76.7100 | $\mathrm{N}=636, \mathrm{n}=159, \mathrm{~T}=4$ |
| $\begin{aligned} & \text { Tour }_{\text {it }} \\ & \text { (TRG) } \end{aligned}$ | 3.1792 | 5.5017 | 0.003 | 46.534 | $\mathrm{N}=636, \mathrm{n}=159, \mathrm{~T}=4$ |
| $\begin{gathered} y_{i, t-1} \\ \text { (rgdpwok) } \end{gathered}$ | 9.5248 | 1.0725 | 6.8550 | 11.987 | $\mathrm{N}=636, \mathrm{n}=159, \mathrm{~T}=4$ |
| $y_{i, t-1}$ <br> (rgdpch) | 8.6443 | 1.1264 | 5.8840 | 11.0610 | $\mathrm{N}=636, \mathrm{n}=159, \mathrm{~T}=4$ |
|  | 8.6418 | 1.1274 | 5.8840 | 11.0610 | $\mathrm{N}=636, \mathrm{n}=159, \mathrm{~T}=4$ |
| $K_{i t}$ | 21.3671 | 11.4698 | -2.3420 | 84.2340 | $\mathrm{N}=636, \mathrm{n}=159, \mathrm{~T}=4$ |
| $H_{i t}$ | 4.4079 | 1.8508 | 0.8310 | 13.574 | $\mathrm{N}=636, \mathrm{n}=159, \mathrm{~T}=4$ |
|  | 0.0193 | 0.0251 | -0.369 | 0.2210 | $\mathrm{N}=636, \mathrm{n}=159, \mathrm{~T}=4$ |
| Trade $_{\text {it }}$ | 86.5657 | 50.4278 | 14.3770 | 443.1870 | $\mathrm{N}=636, \mathrm{n}=159, \mathrm{~T}=4$ |
| $\mathrm{Gov}_{i t}$ | 16.4026 | 6.4296 | 3.8450 | 54.9830 | $\mathrm{N}=636, \mathrm{n}=159, \mathrm{~T}=4$ |
| Acc ${ }_{\text {it }}$ | 0.0506 | 0.9129 | -2.0380 | 1.6330 | $\mathrm{N}=636, \mathrm{n}=159, \mathrm{~T}=4$ |
| Pol $_{\text {it }}$ | 0.0218 | 0.8894 | -2.5000 | 1.6300 | $\mathrm{N}=636, \mathrm{n}=159, \mathrm{~T}=4$ |
| $E f f_{i t}$ | 0.0913 | 0.9561 | -1.763 | 2.3360 | $\mathrm{N}=636, \mathrm{n}=159, \mathrm{~T}=4$ |
| Reg ${ }_{i t}$ | 0.1193 | 0.8663 | -2.1500 | 2.4130 | $\mathrm{N}=636, \mathrm{n}=159, \mathrm{~T}=4$ |
| $L^{\text {aw }}$ it | 0.0450 | 0.9416 | -1.8500 | 2.0420 | $\mathrm{N}=636, \mathrm{n}=159, \mathrm{~T}=4$ |
| Cor $_{\text {it }}$ | 0.0678 | 0.9739 | -1.7568 | 2.4649 | $\mathrm{N}=636, \mathrm{n}=159, \mathrm{~T}=4$ |
| UNESCO | 0.000124 | 0.00082 | 0 | 0.0093 | $\mathrm{N}=636, \mathrm{n}=159, \mathrm{~T}=4$ |
|  |  |  |  |  |  |

Table 3.5 Summary Statistics: Cross-sectional Dataset

| Variables | Full Sample Summary Statistics |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | Std.Dev. | Minimum | Maximum | Observations* |
| $g_{i}$ | 0.0249 | 0.2329 | -1.6725 | 2.2594 | 159 |
| (rgdpwok) |  |  |  |  |  |
| $g_{i}$ | 0.0289 | 0.0704 | -0.0609 | 2.5904 | 159 |
| (rgdpch) |  |  |  |  |  |
| $g_{i}$ | 0.0303 | 0.1838 | -0.4989 | 2.0532 | 159 |
| (rgdpl) |  |  |  |  |  |
| Tour ${ }_{\text {i }}$ | 54.4223 | 131.4667 | 0.0559 | 1376.0350 | 159 |
| (TA) |  |  |  |  |  |
| Tour $_{i}$ | 15.2337 | 16.0551 | 0.4479 | 72.8091 | 159 |
| (TRE) |  |  |  |  |  |
| Tour ${ }_{i}$ | 3.1792 | 5.4034 | 0.0136 | 35.0176 | 159 |
| (TRG) |  |  |  |  |  |
| $\begin{gathered} y_{1989} \\ \text { (rgdpwok) } \end{gathered}$ | 9.5248 | 1.0653 | 7.1821 | 11.7081 | 159 |
| $y_{1989}$ (rgdpch) | 8.6443 | 1.1184 | 6.4326 | 10.8721 | 159 |
| $y_{1989}$ | 8.6442 | 1.1191 | 6.4368 | 10.8739 | 159 |
| (rgdpl) |  |  |  |  |  |
| $K_{i}$ | 21.367 | 10.5891 | 4.3893 | 69.6619 | 159 |
| $H_{i}$ | 4.4079 | 1.66431 | 0.83944 | 11.2392 | 159 |
| $n_{i}$ | 0.0193 | 0.01565 | -0.0192 | 0.0637 | 159 |
| Trade $_{i}$ | 86.5657 | 47.8855 | 20.9003 | 359.7687 | 159 |
| Gov | 16.4026 | 5.9844 | 4.8312 | 39.9588 | 159 |
| $A c c_{i}$ | 0.05059 | 0.9011 | -1.7828 | 1.5972 | 159 |
| $\operatorname{Pol}_{i}$ | 0.02184 | 0.8597 | -2.2944 | 1.4487 | 159 |
| $E f f_{i}$ | 0.09132 | 0.9406 | -1.3772 | 2.3677 | 159 |
| $\mathrm{Reg}_{i}$ | 0.1193 | 0.8290 | -1.7719 | 1.8854 | 159 |
| $L^{\prime} w_{i}$ | 0.0450 | 0.9254 | -1.5362 | 1.9756 | 159 |
| Cor $_{i}$ | 0.0679 | 0.95621 | -1.3186 | 2.3498 | 159 |
| UNESCO | 0.000124 | 0.00082 | 0 | 0.00938 | 159 |

## Table 3.6 Results from Cross-section Instrumental Variable (IV) Threshold Model

Threshold Variable: Trade Openness

| Model | Model 1: growth rate of rgdpch per capita |  |  |  |  |  | Model 2: growth rate of rgdpwok per capita |  |  |  |  |  | Model 3: growth rate of rgdpl per capita |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1a |  |  |  | 1 c |  | 2a |  | 2b |  | 2c |  | 3a |  | 3b |  | 3c |  |
| variable | L | H | L | H | L | H | L | H | L | H | L | H | L | H | L | H | L | H |
| TA | $\begin{gathered} \hline \mathbf{0 . 0 1 6} \\ (0.008) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.006 \\ (0.013) \\ \hline \end{gathered}$ |  |  |  |  | $\begin{gathered} \hline \mathbf{0 . 0 1 9} \\ (0.010) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.010 \\ (0.006) \\ \hline \end{gathered}$ |  |  |  |  | $\begin{gathered} \hline \mathbf{0 . 0 1 6} \\ (0.007) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.005 \\ (0.004) \\ \hline \end{gathered}$ |  |  |  |  |
| TRE |  |  | $\begin{gathered} \hline \mathbf{0 . 0 2 1} \\ (0.009) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 0 5} \\ (0.002) \\ \hline \end{gathered}$ |  |  |  |  | $\begin{gathered} \hline \mathbf{0 . 0 2 2} \\ (0.011) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 9} \\ (0.006) \\ \hline \end{gathered}$ |  |  |  |  | $\begin{gathered} \hline \mathbf{0 . 0 1 9} \\ (0.008) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 6} \\ (0.003) \\ \hline \end{gathered}$ |  |  |
| TRG |  |  |  |  | $\begin{gathered} \hline \mathbf{0 . 0 2 2} \\ (0.015) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 5} \\ (0.003) \\ \hline \end{gathered}$ |  |  |  |  | $\begin{gathered} \hline \mathbf{0 . 0 1 5} \\ (0.008) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 8} \\ (0.004) \\ \hline \end{gathered}$ |  |  |  |  | $\begin{gathered} \hline \mathbf{0 . 0 2 6} \\ (0.007) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 7} \\ (0.004) \\ \hline \end{gathered}$ |
| $y_{1989}$ | $\begin{gathered} \hline \mathbf{- 0 . 0 0 7} \\ (0.002) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{- 0 . 0 2 2} \\ (0.002) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{- 0 . 0 1 3} \\ (0.004) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 2 7} \\ (0.003) \\ \hline \end{gathered}$ | $\begin{aligned} & \hline \mathbf{- 0 . 0 1 3} \\ & (0.002) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline-\mathbf{0 . 0 2 4} \\ & (0.006) \\ & \hline \end{aligned}$ | $\begin{array}{r} \hline \mathbf{- 0 . 0 1 6} \\ (0.002) \\ \hline \end{array}$ | $\begin{array}{r} \hline \mathbf{- 0 . 0 2 6} \\ (0.016) \\ \hline \end{array}$ | $\begin{gathered} \hline-0.013 \\ (0.017) \\ \hline \end{gathered}$ | $\begin{gathered} \hline-0.010 \\ (0.066) \\ \hline \end{gathered}$ | $\begin{gathered} \hline-0.015 \\ (0.019) \\ \hline \end{gathered}$ | $\begin{aligned} & \hline-0.018 \\ & (0.019) \\ & \hline \end{aligned}$ | $\begin{gathered} \hline-0.011 \\ (0.028) \\ \hline \end{gathered}$ | $\begin{gathered} \hline-0.005 \\ (0.006) \\ \hline \end{gathered}$ | $\begin{gathered} \hline-0.011 \\ (0.017) \\ \hline \end{gathered}$ | $\begin{gathered} \hline-0.006 \\ (0.005) \\ \hline \end{gathered}$ | $\begin{gathered} 0.017 \\ (0.019) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{- 0 . 0 0 7} \\ (0.002) \\ \hline \end{gathered}$ |
| Trade $_{i}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 3} \\ (0.001) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 5} \\ (0.002) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.004 \\ (0.012) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 4} \\ (0.002) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.004 \\ (0.003) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 5} \\ (0.003) \\ \hline \end{gathered}$ | $\begin{aligned} & \hline \mathbf{0 . 0 0 3 5} \\ & (0.002) \\ & \hline \end{aligned}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 4} \\ (0.002) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.003 \\ (0.018) \\ \hline \end{gathered}$ | $\begin{array}{c\|} \hline \mathbf{0 . 0 0 4} \\ (0.003) \\ \hline \end{array}$ | $\begin{gathered} \hline 0.004 \\ (0.002) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 4} \\ (0.002) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.003 \\ (0.003) \\ \hline \end{gathered}$ | $\begin{gathered} 0.004 \\ (0.002) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.004 \\ (0.003) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 5} \\ (0.000) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.003 \\ (0.003) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 4} \\ (0.002) \\ \hline \end{gathered}$ |
| $K_{i}$ | $\begin{gathered} 0.003 \\ (0.003) \\ \hline \end{gathered}$ | $\begin{gathered} 0.003 \\ (0.005) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.009 \\ (0.016) \\ \hline \end{gathered}$ | $\begin{array}{r} 0.005 \\ (0.078) \\ \hline \end{array}$ | $\begin{gathered} \hline 0.002 \\ (0.003) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 0 3} \\ (0.001) \\ \hline \end{gathered}$ | $\begin{gathered} 0.007 \\ (0.005) \\ \hline \end{gathered}$ | $\begin{gathered} 0.005 \\ (0.007) \\ \hline \end{gathered}$ | $\begin{gathered} 0.005 \\ (0.006) \\ \hline \end{gathered}$ | $\begin{gathered} 0.006 \\ (0.070) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 0 6} \\ (0.004) \\ \hline \end{gathered}$ | $\begin{gathered} 0.004 \\ (0.008) \\ \hline \end{gathered}$ | $\begin{gathered} 0.007 \\ (0.007) \\ \hline \end{gathered}$ | $\begin{gathered} 0.003 \\ (0.018) \\ \hline \end{gathered}$ | $\begin{gathered} 0.005 \\ (0.004) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.001 \\ (0.002) \\ \hline \end{gathered}$ | $\begin{gathered} 0.006 \\ (0.006) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 0 3} \\ (0.001) \\ \hline \end{gathered}$ |
| $n_{i}$ | $\begin{gathered} \hline \mathbf{- 0 . 6 3 0} \\ (0.288) \\ \hline \end{gathered}$ | $\begin{gathered} \hline-0.199 \\ (0.379) \\ \hline \end{gathered}$ | $\begin{gathered} \hline-0.381 \\ (0.441) \\ \hline \end{gathered}$ | $\begin{gathered} \hline-0.360 \\ (0.459) \\ \hline \end{gathered}$ | $\begin{aligned} & \hline-\mathbf{0 . 6 2 0} \\ & (0.234) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline-0.333 \\ & (0.472) \\ & \hline \end{aligned}$ | $\begin{gathered} \hline-0.578 \\ (0.372) \\ \hline \end{gathered}$ | $\begin{gathered} -0.298 \\ (0.525) \\ \hline \end{gathered}$ | $\begin{gathered} \hline-0.549 \\ \hline(0.407) \\ \hline \end{gathered}$ | $\begin{gathered} \hline-0.251 \\ (0.546) \\ \hline \end{gathered}$ | $\begin{gathered} \hline-0.579 \\ (0.402) \\ \hline \end{gathered}$ | $\begin{gathered} \hline-0.243 \\ (0.543) \\ \hline \end{gathered}$ | $\begin{gathered} -0.319 \\ (0.638) \\ \hline \end{gathered}$ | $\begin{array}{r} \hline-0.197 \\ (0.746) \\ \hline \end{array}$ | $\begin{aligned} & \hline-0.367 \\ & (0.691) \\ & \hline \end{aligned}$ | $\begin{gathered} \hline-0.186 \\ (0.889) \\ \hline \end{gathered}$ | $\begin{gathered} \hline-0.368 \\ (0.644) \\ \hline \end{gathered}$ | $\begin{gathered} \hline-0.247 \\ (0.557) \\ \hline \end{gathered}$ |
| $H_{i}$ | $\begin{gathered} \mathbf{0 . 0 0 5} \\ (0.002) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 1 1} \\ (0.007) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 2 3} \\ (0.003) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 1 8} \\ (0.008) \\ \hline \end{gathered}$ | $\begin{gathered} 0.023 \\ (0.019) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 0 9} \\ (0.005) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 4 4} \\ (0.021) \\ \hline \end{gathered}$ | $\begin{array}{r} \mathbf{0 . 0 4 5} \\ (0.016) \\ \hline \end{array}$ | $\begin{gathered} \mathbf{0 . 0 4 2} \\ (0.025) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 4 7} \\ (0.020) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 4 6} \\ (0.025) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 4 0} \\ (0.016) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 1 2} \\ (0.005) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 1 7} \\ (0.006) \\ \hline \end{gathered}$ | $\begin{gathered} 0.011 \\ (0.014) \\ \hline \end{gathered}$ | $\begin{gathered} 0.009 \\ (0.007) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.010 \\ (0.013) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 1 8} \\ (0.006) \\ \hline \end{gathered}$ |
| $\mathrm{Gov}_{i}$ | $\begin{gathered} \hline-0.006 \\ (0.008) \\ \hline \end{gathered}$ | $\begin{array}{r} \mathbf{- 0 . 0 4 9} \\ (0.027) \\ \hline \end{array}$ | $\begin{gathered} \hline-0.010 \\ (0.014) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{- 0 . 0 4 9} \\ (0.025) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.007 \\ (0.016) \\ \hline \end{gathered}$ | $\begin{aligned} & \hline-0.046 \\ & (0.225) \\ & \hline \end{aligned}$ | $\begin{gathered} -0.011 \\ (0.035) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{- 0 . 0 2 4} \\ (0.007) \\ \hline \end{gathered}$ | $\begin{gathered} \hline-0.006 \\ (0.031) \\ \hline \end{gathered}$ | $\begin{gathered} \hline-0.021 \\ (0.017) \\ \hline \end{gathered}$ | $\begin{array}{r} \hline-0.007 \\ (0.030) \\ \hline \end{array}$ | $\begin{gathered} \hline-\mathbf{0 . 0 3 0} \\ (0.008) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.016 \\ (0.010) \\ \hline \end{gathered}$ | $\begin{gathered} -0.044 \\ (0.055) \\ \hline \end{gathered}$ | $\begin{gathered} \hline-0.008 \\ (0.047) \\ \hline \end{gathered}$ | $\begin{gathered} \hline-0.048 \\ (0.053) \\ \hline \end{gathered}$ | $\begin{gathered} \hline-0.009 \\ (0.005) \\ \hline \end{gathered}$ | $\begin{gathered} \hline-0.041 \\ (0.052) \\ \hline \end{gathered}$ |
| $A c c_{i}$ | $\begin{gathered} \hline \mathbf{0 . 0 2 4} \\ (0.013) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.015 \\ (0.012) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.011 \\ (0.011) \\ \hline \end{gathered}$ | $\begin{array}{r} \hline 0.020 \\ (0.017) \\ \hline \end{array}$ | $\begin{gathered} \hline 0.011 \\ (0.008) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.012 \\ (0.012) \\ \hline \end{gathered}$ | $\begin{gathered} 0.019 \\ (0.034) \\ \hline \end{gathered}$ | $\begin{gathered} 0.047 \\ (0.041) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.016 \\ (0.043) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.044 \\ (0.882) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.049 \\ (0.039) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.036 \\ (0.059) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.099 \\ (0.123) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.012 \\ (0.012) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.097 \\ (0.092) \\ \hline \end{gathered}$ | $\begin{array}{c\|} \hline \mathbf{0 . 1 5 7} \\ (0.018) \\ \hline \end{array}$ | $\begin{gathered} \hline 0.082 \\ (0.089) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.016 \\ (0.013) \\ \hline \end{gathered}$ |
| $\mathrm{Pol}_{i}$ | $\begin{array}{r} \hline \mathbf{0 . 0 1 3} \\ (0.006) \\ \hline \end{array}$ | $\begin{gathered} \hline 0.032 \\ (0.028) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 2 3} \\ (0.009) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.054 \\ (0.065) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 1 0} \\ (0.005) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 1 6 3} \\ (0.069) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 2 0 5} \\ (0.029) \\ \hline \end{gathered}$ | $\begin{gathered} 0.071 \\ (0.079) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 1 5 6} \\ (0.026) \\ \hline \end{gathered}$ | $\begin{gathered} 0.472 \\ (0.502) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 1 5 8} \\ (0.028) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.103 \\ (0.141) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 1 5 4} \\ (0.070) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 3 2} \\ (0.019) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 1 2 3} \\ (0.059) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.012 \\ (0.035) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 1 2 3} \\ (0.059) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 4 8} \\ (0.018) \\ \hline \end{gathered}$ |
| $E f f_{i}$ | $\begin{gathered} \hline \mathbf{0 . 0 5 4} \\ (0.018) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.017 \\ (0.071) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 1 0 6} \\ (0.035) \\ \hline \end{gathered}$ | $\begin{gathered} 0.009 \\ (0.110) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.042 \\ (0.110) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 2 8 2} \\ (0.088) \\ \hline \end{gathered}$ | $\begin{array}{c\|} \hline \mathbf{0 . 1 7 8} \\ (0.054) \\ \hline \end{array}$ | $\begin{gathered} 0.232 \\ (0.165) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 2 3 1} \\ (0.069) \\ \hline \end{gathered}$ | $\begin{gathered} 0.453 \\ (1.087) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 2 0 6} \\ (0.060) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.171 \\ (0.256) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.111 \\ (0.102) \\ \hline \end{gathered}$ | $\begin{array}{c\|} \hline \mathbf{0 . 1 5 0} \\ (0.076) \\ \hline \end{array}$ | $\begin{gathered} \hline 0.131 \\ (0.111) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 1 8 1} \\ (0.061) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.110 \\ (0.104) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 1 9 9} \\ (0.084) \\ \hline \end{gathered}$ |
| $R e g_{i}$ | $\begin{gathered} \mathbf{0 . 0 2 9} \\ (0.015) \\ \hline \end{gathered}$ | $\begin{array}{r} 0.041 \\ (0.037) \\ \hline \end{array}$ | $\begin{gathered} \hline \mathbf{0 . 1 1 3} \\ (0.017) \\ \hline \end{gathered}$ | $\begin{array}{r} 0.006 \\ (0.034) \\ \hline \end{array}$ | $\begin{gathered} \mathbf{0 . 1 9 1} \\ (0.033) \\ \hline \end{gathered}$ | $\begin{gathered} 0.030 \\ (0.035) \\ \hline \end{gathered}$ | $\begin{gathered} 0.056 \\ (0.067) \\ \hline \end{gathered}$ | $\begin{gathered} 0.048 \\ (0.070) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 1 8 3} \\ (0.039) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 1 7 5} \\ (0.068) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 1 4 1} \\ (0.042) \\ \hline \end{gathered}$ | $\begin{array}{r} \mathbf{0 . 1 9 9} \\ (0.114) \\ \hline \end{array}$ | $\begin{gathered} 0.090 \\ (0.102) \\ \hline \end{gathered}$ | $\begin{array}{r} \mathbf{0 . 1 7 3} \\ (0.062) \\ \hline \end{array}$ | $\begin{gathered} \hline \mathbf{0 . 1 7 3} \\ (0.066) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.051 \\ (0.061) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 1 4 6} \\ (0.056) \\ \hline \end{gathered}$ | $\begin{gathered} 0.180 \\ (0.059) \\ \hline \end{gathered}$ |
| $L^{\text {Law }}$ | $\begin{gathered} \hline 0.062 \\ (0.046) \end{gathered}$ | $\begin{gathered} \mathbf{0 . 1 0 9} \\ (0.040) \end{gathered}$ | $\begin{gathered} 0.074 \\ (0.049) \end{gathered}$ | $\begin{gathered} 0.273 \\ (0.059) \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 2 7} \\ (0.008) \end{gathered}$ | $\begin{gathered} \hline 0.015 \\ (0.049) \end{gathered}$ | $\begin{gathered} \hline 0.005 \\ (0.041) \end{gathered}$ | $\begin{gathered} 0.177 \\ (0.129) \end{gathered}$ | $\begin{gathered} \hline 0.011 \\ (0.038) \end{gathered}$ | $\begin{gathered} \hline 0.229 \\ (0.710) \end{gathered}$ | $\begin{gathered} 0.237 \\ (0.037) \end{gathered}$ | $\begin{gathered} \hline 0.223 \\ (0.190) \end{gathered}$ | $\begin{gathered} 0.226 \\ (0.103) \end{gathered}$ | $\begin{gathered} 0.054 \\ (0.284) \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 3 7 5} \\ (0.210) \end{gathered}$ | $\begin{gathered} \hline 0.291 \\ (0.337) \end{gathered}$ | $\begin{gathered} 0.167 \\ (0.121) \end{gathered}$ | $\begin{gathered} \hline 0.072 \\ (0.329) \end{gathered}$ |
| Cor $_{i}$ | $\begin{gathered} 0.018 \\ (0.012) \\ \hline \end{gathered}$ | $\begin{gathered} 0.013 \\ (0.057) \\ \hline \end{gathered}$ | $\begin{gathered} 0.014 \\ (0.020) \\ \hline \end{gathered}$ | $\begin{array}{r} 0.005 \\ (0.064) \\ \hline \end{array}$ | $\begin{gathered} 0.005 \\ (0.008) \\ \hline \end{gathered}$ | $\begin{gathered} 0.066 \\ (0.056) \\ \hline \end{gathered}$ | $\begin{gathered} 0.073 \\ (0.056) \\ \hline \end{gathered}$ | $\begin{gathered} 0.048 \\ (0.209) \\ \hline \end{gathered}$ | $\begin{gathered} 0.067 \\ (0.047) \\ \hline \end{gathered}$ | $\begin{gathered} 0.010 \\ (0.345) \\ \hline \end{gathered}$ | $\begin{gathered} 0.072 \\ (0.052) \\ \hline \end{gathered}$ | $\begin{array}{r} 0.096 \\ (0.229) \\ \hline \end{array}$ | $\begin{gathered} 0.150 \\ (0.143) \\ \hline \end{gathered}$ | $\begin{gathered} 0.052 \\ (0.044) \\ \hline \end{gathered}$ | $\begin{gathered} 0.095 \\ (0.096) \\ \hline \end{gathered}$ | $\begin{gathered} 0.043 \\ (0.065) \\ \hline \end{gathered}$ | $\begin{gathered} 0.099 \\ (0.105) \\ \hline \end{gathered}$ | $\begin{gathered} 0.053 \\ (0.041) \\ \hline \end{gathered}$ |
| No.of obs. | 97 | 62 | 97 | 62 | 97 | 62 | 115 | 44 | 115 | 45 | 115 | 45 | 74 | 85 | 74 | 85 | 74 | 85 |
| Threshold | 91.872 |  | 91.872 |  | 91.872 |  | 105.486 |  | 105.486 |  | 105.486 |  | 74.057 |  | 74.057 |  | 74.057 |  |

[^0]
## Table 3.7: Results from Cross-section Instrumental Variable (IV) Threshold Model

## Threshold Variable: Investment Share to GDP

| Model | Model 1: growth rate of rgdpch per capita |  |  |  |  |  | Model 2: growth rate of rgdpwok per capita |  |  |  |  |  | Model 3: growth rate of rgdpl per capita |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| variable |  |  |  |  | 1 c 2a |  |  |  | 2b |  | 2c |  | 3a Mode |  | 3b |  | 3c |  |
| variable | L | H | L | H | L | H | L | H | L | H | L | H | L | H | L | H | L | H |
| TA | $\begin{gathered} \hline \mathbf{0 . 0 1 8} \\ (0.005) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 6} \\ (0.003) \\ \hline \end{gathered}$ |  |  |  |  | $\begin{gathered} \hline \mathbf{0 . 0 2 5} \\ (0.007) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 5} \\ (0.002) \\ \hline \end{gathered}$ |  |  |  |  | $\begin{gathered} \hline \mathbf{0 . 0 1 8} \\ (0.008) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 4} \\ (0.002) \\ \hline \end{gathered}$ |  |  |  |  |
| TRE |  |  | $\begin{gathered} \hline \mathbf{0 . 0 1 8} \\ (0.002) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 6} \\ (0.004) \\ \hline \end{gathered}$ |  |  |  |  | $\begin{gathered} \hline \mathbf{0 . 0 1 5} \\ (0.008) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 5} \\ (0.002) \\ \hline \end{gathered}$ |  |  |  |  | $\begin{gathered} \mathbf{0 . 0 2 4} \\ (0.012) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 4} \\ (0.002) \\ \hline \end{gathered}$ |  |  |
| TRG |  |  |  |  | $\begin{gathered} \hline \mathbf{0 . 0 2 5} \\ (0.011) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.005 \\ (0.014) \\ \hline \end{gathered}$ |  |  |  |  | $\begin{gathered} \hline \mathbf{0 . 0 1 8} \\ (0.009) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.004 \\ (0.024) \\ \hline \end{gathered}$ |  |  | (0) |  | $\begin{gathered} \hline \mathbf{0 . 0 1 3} \\ (0.007) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.005 \\ (0.046) \\ \hline \end{gathered}$ |
| $y_{1989}$ | $\begin{aligned} & \hline \mathbf{- 0 . 0 1 2} \\ & (0.003) \\ & \hline \end{aligned}$ | $\begin{gathered} -\mathbf{0 . 0 2 0} \\ (0.006) \\ \hline \end{gathered}$ | $\begin{aligned} & \hline \mathbf{- 0 . 0 1 1 8} \\ & (0.002) \\ & \hline \end{aligned}$ | $\begin{gathered} \hline-0.010 \\ (0.016) \\ \hline \end{gathered}$ | $\begin{aligned} & \hline-\mathbf{0 . 0 1 9} \\ & (0.002) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline-\mathbf{0 . 0 1 6} \\ & (0.004) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline-\mathbf{0 . 0 2 9} \\ & (0.003) \\ & \hline \end{aligned}$ | $\begin{gathered} -0.007 \\ (0.007) \\ \hline \end{gathered}$ | $\begin{aligned} & \hline \mathbf{- 0 . 0 1 4} \\ & (0.001) \\ & \hline \end{aligned}$ | $\begin{gathered} \mathbf{- 0 . 0 1 8} \\ (0.002) \\ \hline \end{gathered}$ | $\begin{array}{r} -\mathbf{0 . 0 2 6} \\ (0.006) \\ \hline \end{array}$ | $\begin{gathered} \hline \mathbf{- 0 . 0 1 2} \\ (0.008) \\ \hline \end{gathered}$ | $\begin{aligned} & \hline \mathbf{- 0 . 0 2 9} \\ & (0.010) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline \mathbf{- 0 . 0 2 1} \\ & (0.004) \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.080 \\ & (0.062) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline \mathbf{- 0 . 0 2 0} \\ & (0.006) \\ & \hline \end{aligned}$ | $\begin{aligned} \hline-\mathbf{0 . 0 2 0} \\ (0.006) \\ \hline \end{aligned}$ | $\begin{array}{r} -0.006 \\ (0.004) \\ \hline \end{array}$ |
| Trade $_{i}$ | $\begin{gathered} \mathbf{0 . 0 0 2} \\ (0.000) \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 0 5 7} \\ (0.000) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 0 0} \\ (0.000) \end{gathered}$ | $\begin{gathered} \hline 0.000 \\ (0.000) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 5} \\ (0.001) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 1} \\ (0.000) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.009 \\ (0.014) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.000 \\ (0.000) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 0 0} \\ (0.000) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 3} \\ (0.000) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 1 0} \\ (0.001) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 3} \\ (0.000) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 0 3} \\ (0.000) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 0} \\ (0.000) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 1 3} \\ (0.006) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 3} \\ (0.001) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.010 \\ (0.008) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 0} \\ (0.000) \\ \hline \end{gathered}$ |
| $K_{i}$ | $\begin{array}{r} 0.002 \\ (0.002) \\ \hline \end{array}$ | $\begin{aligned} & 0.0074 \\ & (0.021) \\ & \hline \end{aligned}$ | $\begin{gathered} \hline 0.001 \\ (0.003) \\ \hline \end{gathered}$ | $\begin{gathered} 0.007 \\ (0.010) \\ \hline \end{gathered}$ | $\begin{array}{r} \mathbf{0 . 0 0 2} \\ (0.001) \\ \hline \end{array}$ | $\begin{gathered} 0.008 \\ (0.023) \\ \hline \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.172) \\ \hline \end{gathered}$ | $\begin{gathered} 0.009 \\ (0.007) \\ \hline \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.002) \\ \hline \end{gathered}$ | $\begin{gathered} 0.013 \\ (0.049) \\ \hline \end{gathered}$ | $\begin{array}{r} 0.004 \\ (0.072) \\ \hline \end{array}$ | $\begin{array}{\|c\|} \hline \mathbf{0 . 0 0 9} \\ (0.005) \\ \hline \end{array}$ | $\begin{gathered} 0.002 \\ (0.035) \\ \hline \end{gathered}$ | $\begin{gathered} 0.015 \\ (0.021) \\ \hline \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.003) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.020 \\ (0.063) \\ \hline \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.003) \\ \hline \end{gathered}$ | $\begin{gathered} 0.017 \\ (0.062) \\ \hline \end{gathered}$ |
| $n_{i}$ | $\begin{aligned} & \hline \mathbf{- 0 . 2 2 2} \\ & (0.035) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline-0.176 \\ & (0.859) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline-0.145 \\ & (0.219) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline-0.183 \\ & (0.456) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline-0.126 \\ & (0.218) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline-0.102 \\ & (0.273) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline-\mathbf{0 . 4 1 8} \\ & (0.154) \\ & \hline \end{aligned}$ | $\begin{gathered} -0.176 \\ (0.287) \\ \hline \end{gathered}$ | $\begin{aligned} & \hline-0.293 \\ & (0.315) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline-0.326 \\ & (0.208) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline \mathbf{- 0 . 4 6 2} \\ & (0.120) \\ & \hline \end{aligned}$ | $\begin{array}{r} \hline-0.317 \\ (0.212) \\ \hline \end{array}$ | $\begin{aligned} & \hline-0.145 \\ & (0.342) \\ & \hline \end{aligned}$ | $\begin{gathered} \hline-0.181 \\ (0.376) \\ \hline \end{gathered}$ | $\begin{aligned} & \hline-0.120 \\ & (0.971) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline-0.126 \\ & (0.588) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline-0.142 \\ & (0.520) \\ & \hline \end{aligned}$ | $\begin{gathered} \hline-0.170 \\ (0.380) \\ \hline \end{gathered}$ |
| $H_{i}$ | $\begin{gathered} \mathbf{0 . 0 2 6} \\ (0.005) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 1 3} \\ (0.002) \\ \hline \end{gathered}$ | $\begin{array}{r} \mathbf{0 . 0 0 6} \\ (0.002) \\ \hline \end{array}$ | $\begin{gathered} 0.009 \\ (0.031) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 2 1} \\ (0.003) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 1 0} \\ (0.003) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 1 0} \\ (0.005) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 3 0} \\ (0.010) \\ \hline \end{gathered}$ | $\begin{gathered} 0.014 \\ (0.010) \\ \hline \end{gathered}$ | $\begin{array}{r} \mathbf{0 . 0 2 1} \\ (0.006) \\ \hline \end{array}$ | $\begin{gathered} \mathbf{0 . 0 2 0} \\ (0.008) \\ \hline \end{gathered}$ | $\begin{gathered} 0.008 \\ (0.004) \\ \hline \end{gathered}$ | $\begin{gathered} 0.014 \\ (0.004) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 2 3} \\ (0.004) \\ \hline \end{gathered}$ | $\begin{aligned} & \hline \mathbf{0 . 0 2 6} \\ & (0.008 \\ & \hline \end{aligned}$ | $\begin{gathered} \hline \mathbf{0 . 0 1 6} \\ (0.006) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 2 7} \\ (0.012) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 0 7} \\ (0.003) \\ \hline \end{gathered}$ |
| Gov $_{i}$ | $\begin{aligned} & \hline-\mathbf{0 . 0 0 4} \\ & (0.001) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline-0.017 \\ & (0.016) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline-0.002 \\ & (0.014) \\ & \hline \end{aligned}$ | $\begin{gathered} \hline-0.017 \\ (0.038) \\ \hline \end{gathered}$ | $\begin{array}{r} 0.011 \\ (0.004) \\ \hline \end{array}$ | $\begin{gathered} \hline-0.001 \\ (0.016) \\ \hline \end{gathered}$ | $\begin{aligned} & \hline-\mathbf{0 . 0 1 1} \\ & (0.004) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline-0.005 \\ & (0.004) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline-0.001 \\ & (0.002) \\ & \hline \end{aligned}$ | $\begin{array}{r} -0.013 \\ (0.110) \\ \hline \end{array}$ | $\begin{array}{r} 0.056 \\ (0.065) \\ \hline \end{array}$ | $\begin{gathered} \hline-0.005 \\ (0.003) \\ \hline \end{gathered}$ | $\begin{aligned} & \hline-\mathbf{0 . 0 1 7} \\ & (0.009) \\ & \hline \end{aligned}$ | $\begin{array}{r} \hline-0.009 \\ (0.013) \\ \hline \end{array}$ | $\begin{aligned} & \hline-0.034 \\ & (0.053) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline-0.001 \\ & (0.002) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline-0.055 \\ & (0.062) \\ & \hline \end{aligned}$ | $\begin{gathered} \hline-0.001 \\ (0.001) \\ \hline \end{gathered}$ |
| $A c c_{i}$ | $\begin{gathered} \hline \mathbf{0 . 0 4 4} \\ (0.016) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.011 \\ (0.011) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 1 6} \\ (0.005) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.037 \\ (0.033) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 6 6} \\ (0.005) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 3 9} \\ (0.013) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 8 9} \\ (0.013) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 3 2} \\ (0.017) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.027 \\ (0.021) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.074 \\ (0.064) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.024 \\ (0.321) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.013 \\ (0.028) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.046 \\ (0.314) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 1 6} \\ (0.008) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.447 \\ (0.460) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.016 \\ (0.021) \\ \hline \end{gathered}$ | $\begin{array}{r} \hline 0.235 \\ (0.335) \\ \hline \end{array}$ | $\begin{gathered} \hline \mathbf{0 . 0 1 3} \\ (0.010) \\ \hline \end{gathered}$ |
| Pol $_{i}$ | $\begin{gathered} \hline \mathbf{0 . 0 1 0} \\ (0.007) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.081 \\ (0.111) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 8} \\ (0.004) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.073 \\ (0.363) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 1 4 1} \\ (0.005) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.006 \\ (0.013) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.014 \\ (0.047) \\ \hline \end{gathered}$ | $\begin{gathered} 0.040 \\ (0.030) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.018 \\ (0.022) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 5 7} \\ (0.027) \\ \hline \end{gathered}$ | $\begin{array}{r} \hline \mathbf{0 . 0 4 3} \\ (0.009) \\ \hline \end{array}$ | $\begin{gathered} \hline 0.038 \\ (0.028) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.024 \\ (0.831) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 2 2} \\ (0.014) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 4 1} \\ (0.010) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.013 \\ (0.057) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 4 1} \\ (0.010) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 2 3} \\ (0.014) \\ \hline \end{gathered}$ |
| $E f f_{i}$ | $\begin{gathered} \hline \mathbf{0 . 1 2 3} \\ (0.024) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.265 \\ (0.441) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 5 7} \\ (0.012) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.149 \\ (0.766) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 1 3 5} \\ (0.012) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 1 0 7} \\ (0.057) \\ \hline \end{gathered}$ | $\begin{gathered} 0.143 \\ (1.720) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.170 \\ (0.115) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.070 \\ (0.064) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.104 \\ (0.280) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.352 \\ (0.480) \\ \hline \end{gathered}$ | $\begin{gathered} 0.187 \\ (0.125) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 1 3 3} \\ (0.065) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.041 \\ (0.054) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.046 \\ (0.064) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.043 \\ (0.175) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.041 \\ (0.058) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.050 \\ (0.060) \\ \hline \end{gathered}$ |
| $\mathrm{Reg}_{i}$ | $\begin{gathered} \hline \mathbf{0 . 0 7 4} \\ (0.024) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 1 4 2} \\ (0.023) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 2 5} \\ (0.009) \\ \hline \end{gathered}$ | $\begin{gathered} 0.084 \\ (0.253) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 1 2 9} \\ (0.008) \\ \hline \end{gathered}$ | $\begin{gathered} 0.098 \\ (0.029) \\ \hline \end{gathered}$ | $\begin{gathered} 0.070 \\ (0.093) \\ \hline \end{gathered}$ | $\begin{gathered} 0.059 \\ (0.048) \\ \hline \end{gathered}$ | $\begin{gathered} 0.044 \\ (0.043) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 8 2} \\ (0.049) \\ \hline \end{gathered}$ | $\begin{array}{r} 0.032 \\ (0.416) \\ \hline \end{array}$ | $\begin{gathered} 0.057 \\ (0.044) \\ \hline \end{gathered}$ | $\begin{gathered} 0.119 \\ (1.753) \\ \hline \end{gathered}$ | $\begin{gathered} 0.007 \\ (0.027) \\ \hline \end{gathered}$ | $\begin{array}{r} \hline 0.046 \\ (0.368) \\ \hline \end{array}$ | $\begin{gathered} 0.012 \\ (0.033) \\ \hline \end{gathered}$ | $\begin{gathered} 0.041 \\ (0.368) \\ \hline \end{gathered}$ | $\begin{gathered} 0.008 \\ (0.027) \\ \hline \end{gathered}$ |
| $L^{\text {aw }}{ }_{i}$ | $\begin{gathered} \hline \mathbf{0 . 0 5 6} \\ (0.017) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 8 9} \\ (0.036) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 4 9} \\ (0.010) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.024 \\ (0.112) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 1 7} \\ (0.010) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.017 \\ (0.043) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 1 5 9} \\ (0.090) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.042 \\ (0.055) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.019 \\ (0.032) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 4 3} \\ (0.011) \\ \hline \end{gathered}$ | $\begin{array}{r} 0.475 \\ (0.559) \\ \hline \end{array}$ | $\begin{gathered} 0.030 \\ (0.051) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.039 \\ (0.020) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.043 \\ (0.050) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.022 \\ (0.368) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.041 \\ (0.080) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.032 \\ (0.558) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.049 \\ (0.055) \\ \hline \end{gathered}$ |
| Cor ${ }_{i}$ | $\begin{gathered} \hline 0.020 \\ (0.014) \\ \hline \end{gathered}$ | $\begin{gathered} 0.030 \\ (0.027) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 4 9} \\ (0.012) \\ \hline \end{gathered}$ | $\begin{gathered} 0.004 \\ (0.219) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.011 \\ (0.012) \\ \hline \end{gathered}$ | $\begin{gathered} 0.020 \\ (0.028) \\ \hline \end{gathered}$ | $\begin{array}{r} \hline 0.012 \\ (0.046) \\ \hline \end{array}$ | $\begin{array}{r} \hline 0.0160 \\ (0.011) \\ \hline \end{array}$ | $\begin{gathered} 0.017 \\ (0.0591) \\ \hline \end{gathered}$ | $\begin{gathered} 0.016 \\ (0.510) \\ \hline \end{gathered}$ | $\begin{array}{r} 0.034 \\ (0.054) \\ \hline \end{array}$ | $\begin{gathered} 0.016 \\ (0.011) \\ \hline \end{gathered}$ | $\begin{gathered} 0.008 \\ (0.434) \\ \hline \end{gathered}$ | $\begin{gathered} 0.009 \\ (0.024) \\ \hline \end{gathered}$ | $\begin{array}{r} 0.018 \\ (0.663) \\ \hline \end{array}$ | $\begin{gathered} \hline 0.011 \\ (0.060) \\ \hline \end{gathered}$ | $\begin{array}{r} 0.010 \\ (0.539) \\ \hline \end{array}$ | $\begin{gathered} 0.010 \\ (0.025) \\ \hline \end{gathered}$ |
| No.of obs. | 62 | 97 | 62 | 97 | 62 | 97 | 392 | 120 | 39 | 120 | 39 | 120 | 38 | 121 | 38 | 121 | 38 | 121 |
| Threshold | 17.5268 |  | 17.5268 |  | 17.5268 |  | 13.1726 |  | 13.173 |  | 13.173 |  | 13.074 |  | 13.074 |  | 13.074 |  |

Note: Robust standard errors in parentheses. Boldface values indicate statistical significance at the $1 \%$ level.

## Table 3.8 Results from Cross-section Instrumental Variable (IV) Threshold Model

| Model | Model 1: growth rate of rgdpch per capita |  |  |  |  |  | Model 2: growth rate of rgdpwok per capita |  |  |  |  |  | Model 3: growth rate of rgdpl per capita |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| variable | 1a |  | 1 lb |  | 1c |  | 2a |  | 2b |  | 2c |  | 3a Mode |  | 3b |  | 3c |  |
| variable | L | H | L | H | L | H | L | H | L | H | L | H | L | H | L | H | L | H |
| TA | $\begin{gathered} \hline \mathbf{0 . 0 1 8} \\ (0.007) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 5} \\ (0.004) \\ \hline \end{gathered}$ |  |  |  |  | $\begin{gathered} \hline \mathbf{0 . 0 1 8} \\ (0.010) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 5} \\ (0.002) \\ \hline \end{gathered}$ |  |  |  |  | $\begin{gathered} \hline \mathbf{0 . 0 2 0} \\ (0.011) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 6} \\ (0.002) \\ \hline \end{gathered}$ |  |  |  |  |
| TRE |  |  | $\begin{gathered} \mathbf{0 . 0 1 9} \\ (0.009) \\ \hline \end{gathered}$ | $\begin{array}{r} \mathbf{0 . 0 0 5} \\ (0.002) \\ \hline \end{array}$ |  |  |  |  | $\begin{gathered} \hline \mathbf{0 . 0 1 8} \\ (0.008) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 0 5} \\ (0.002) \\ \hline \end{gathered}$ |  |  |  |  | $\begin{gathered} \mathbf{0 . 0 1 9} \\ (0.008) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 6} \\ (0.003) \\ \hline \end{gathered}$ |  |  |
| TRG |  |  |  |  | $\begin{aligned} & \hline \mathbf{0 . 0 1 9 5} \\ & (0.001) \\ & \hline \end{aligned}$ | $\begin{gathered} \hline 0.004 \\ (0.042) \\ \hline \end{gathered}$ |  |  |  |  | $\begin{gathered} \hline \mathbf{0 . 0 2 0} \\ (0.005) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.005 \\ (0.021) \\ \hline \end{gathered}$ |  |  |  |  | $\begin{gathered} \hline \mathbf{0 . 0 1 9} \\ (0.008) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.006 \\ (0.018) \\ \hline \end{gathered}$ |
| $y_{1989}$ | $\begin{aligned} & \hline-\mathbf{0 . 0 0 5} \\ & (0.003) \\ & \hline \end{aligned}$ | $\begin{gathered} \hline \mathbf{- 0 . 0 2 0} \\ (0.012) \\ \hline \end{gathered}$ | $\begin{gathered} 0.004 \\ (0.011) \\ \hline \end{gathered}$ | $\begin{aligned} & \hline-\mathbf{0 . 0 2 2} \\ & (0.012) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline-\mathbf{0 . 0 0 5} \\ & (0.002) \\ & \hline \end{aligned}$ | $\begin{array}{r} 0.020 \\ (0.016) \\ \hline \end{array}$ | $\begin{aligned} & \hline-0.019 \\ & (0.388) \\ & \hline \end{aligned}$ | $\begin{gathered} \hline-0.004 \\ (0.004) \\ \hline \end{gathered}$ | $\begin{gathered} -\mathbf{0 . 0 4 0} \\ (0.022) \\ \hline \end{gathered}$ | $\begin{array}{r} \hline-0.006 \\ (0.034) \\ \hline \end{array}$ | $\begin{array}{r} -\mathbf{0 . 0 4 3} \\ (0.023) \\ \hline \end{array}$ | $\begin{aligned} & -0.003 \\ & (0.004) \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.032 \\ & (0.037) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline-\mathbf{0 . 0 1 0} \\ & (0.006) \\ & \hline \end{aligned}$ | $\begin{gathered} -0.294 \\ (0.766) \\ \hline \end{gathered}$ | $\begin{gathered} -0.004 \\ (0.005) \\ \hline \end{gathered}$ | $\begin{array}{r} -0.030 \\ (0.036) \\ \hline \end{array}$ | $\begin{aligned} & \hline \mathbf{- 0 . 0 1 0} \\ & (0.007) \\ & \hline \end{aligned}$ |
| Trade $_{i}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 1} \\ (0.000) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.001 \\ (0.001) \\ \hline \end{gathered}$ | $\begin{gathered} 0.001 \\ (0.001) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 0 1} \\ (0.001) \end{gathered}$ | $\begin{gathered} \hline 0.000 \\ (0.000) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 1} \\ (0.000) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.004 \\ (0.021) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 2} \\ (0.000) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 3} \\ (0.001) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.001 \\ (0.011) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 3} \\ (0.001) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.001 \\ (0.011) \\ \hline \end{gathered}$ | $\begin{array}{\|c\|} \hline \mathbf{0 . 0 0 1} \\ (0.001) \\ \hline \end{array}$ | $\begin{gathered} \hline 0.001 \\ (0.005) \\ \hline \end{gathered}$ | $\begin{gathered} 0.003 \\ (0.005) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 1} \\ (0.000) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.001 \\ (0.001) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 1} \\ (0.000) \\ \hline \end{gathered}$ |
| $K_{i}$ | $\begin{gathered} \mathbf{0 . 0 0 6} \\ (0.000) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 0 4} \\ (0.002) \\ \hline \end{gathered}$ | $\begin{gathered} 0.001 \\ (0.016) \\ \hline \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.001) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 4} \\ (0.000) \\ \hline \end{gathered}$ | $\begin{array}{r} \mathbf{0 . 0 0 3} \\ (0.002) \\ \hline \end{array}$ | $\begin{gathered} 0.013 \\ (0.018) \\ \hline \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.001) \\ \hline \end{gathered}$ | $\begin{gathered} 0.014 \\ (0.079) \\ \hline \end{gathered}$ | $\begin{gathered} 0.007 \\ (0.052) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 1 4} \\ (0.008) \\ \hline \end{gathered}$ | $\begin{array}{r} \mathbf{0 . 0 0 3} \\ (0.002) \\ \hline \end{array}$ | $\begin{gathered} \mathbf{0 . 0 2 8} \\ (0.005) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 1} \\ (0.001) \\ \hline \end{gathered}$ | $\begin{gathered} 0.012 \\ (0.062) \\ \hline \end{gathered}$ | $\begin{gathered} 0.001 \\ (0.001) \\ \hline \end{gathered}$ | $\begin{array}{r} \mathbf{0 . 0 0 6} \\ (0.003) \\ \hline \end{array}$ | $\begin{gathered} \hline 0.001 \\ (0.001) \\ \hline \end{gathered}$ |
| $n_{i}$ | $\begin{gathered} \hline-0.193 \\ (0.523) \\ \hline \end{gathered}$ | $\begin{aligned} & \hline \mathbf{- 0 . 0 6 5} \\ & (0.040) \\ & \hline \end{aligned}$ | $\begin{gathered} \hline-0.158 \\ (0.404) \\ \hline \end{gathered}$ | $\begin{aligned} & \hline-0.066 \\ & (0.050) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline-0.053 \\ & (0.269) \\ & \hline \end{aligned}$ | $\begin{gathered} \hline-\mathbf{0 . 0 7 2} \\ (0.037) \\ \hline \end{gathered}$ | $\begin{aligned} & \hline-0.069 \\ & (0.049) \\ & \hline \end{aligned}$ | $\begin{gathered} \hline-0.047 \\ (0.187) \\ \hline \end{gathered}$ | $\begin{aligned} & \hline-0.034 \\ & (0.175) \\ & \hline \end{aligned}$ | $\begin{gathered} \hline-0.111 \\ (0.083) \\ \hline \end{gathered}$ | $\begin{aligned} & \hline-0.126 \\ & (0.089) \\ & \hline \end{aligned}$ | $\begin{gathered} \hline-0.120 \\ (0.072) \\ \hline \end{gathered}$ | $\begin{aligned} & \hline-0.051 \\ & (0.215) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline \mathbf{- 0 . 0 8 6} \\ & (0.043) \\ & \hline \end{aligned}$ | $\begin{gathered} \hline-0.070 \\ (0.060) \\ \hline \end{gathered}$ | $\begin{array}{\|c\|} \hline-0.074 \\ (0.067) \\ \hline \end{array}$ | $\begin{gathered} \hline-0.074 \\ (0.068) \\ \hline \end{gathered}$ | $\begin{aligned} & \hline-0.088 \\ & (0.342) \\ & \hline \end{aligned}$ |
| $H_{i}$ | $\begin{gathered} \mathbf{0 . 0 4 7} \\ (0.024) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 3 8} \\ (0.010) \\ \hline \end{gathered}$ | $\begin{array}{r} \mathbf{0 . 0 1 1} \\ (0.005) \\ \hline \end{array}$ | $\begin{gathered} \mathbf{0 . 0 2 0} \\ (0.008) \\ \hline \end{gathered}$ | $\begin{gathered} 0.063 \\ (0.017) \\ \hline \end{gathered}$ | $\begin{gathered} 0.030 \\ (0.007) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 7 3} \\ (0.039) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 4 0} \\ (0.003) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 7 8} \\ (0.014) \\ \hline \end{gathered}$ | $\begin{array}{r} 0.013 \\ (0.129) \\ \hline \end{array}$ | $\begin{gathered} \mathbf{0 . 0 7 8} \\ (0.013) \\ \hline \end{gathered}$ | $\begin{array}{r} \mathbf{0 . 0 1 2} \\ (0.004) \\ \hline \end{array}$ | $\begin{array}{r} \mathbf{0 . 0 2 5} \\ (0.013) \\ \hline \end{array}$ | $\begin{gathered} 0.006 \\ (0.005) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 1 6} \\ (0.006) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 5} \\ (0.003) \\ \hline \end{gathered}$ | $\begin{gathered} 0.014 \\ (0.022) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 0 6} \\ (0.002) \\ \hline \end{gathered}$ |
| Gov $_{i}$ | $\begin{gathered} \hline-0.001 \\ (0.008) \\ \hline \end{gathered}$ | $\begin{aligned} & \hline-\mathbf{0 . 0 0 5} \\ & (0.003) \\ & \hline \end{aligned}$ | $\begin{gathered} \hline-0.002 \\ (0.009) \\ \hline \end{gathered}$ | $\begin{gathered} \hline-0.005 \\ (0.005) \\ \hline \end{gathered}$ | $\begin{aligned} & \hline-0.001 \\ & (0.001) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline-0.004 \\ & (0.005) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline-0.003 \\ & (0.003) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline-\mathbf{0 . 0 1 9} \\ & (0.009) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline-0.005 \\ & (0.061) \\ & \hline \end{aligned}$ | $\begin{array}{r} \hline-0.008 \\ (0.008) \\ \hline \end{array}$ | $\begin{array}{r} \hline-0.005 \\ (0.013) \\ \hline \end{array}$ | $\begin{aligned} & \hline-\mathbf{0 . 0 0 6} \\ & (0.003) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline-0.014 \\ & (0.012) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline-0.005 \\ & (0.012) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline-0.028 \\ & (0.122) \\ & \hline \end{aligned}$ | $\begin{gathered} \hline-0.004 \\ (0.019) \\ \hline \end{gathered}$ | $\begin{array}{r} \hline-0.007 \\ (0.009) \\ \hline \end{array}$ | $\begin{aligned} & \hline-0.005 \\ & (0.021) \\ & \hline \end{aligned}$ |
| $A c c_{i}$ | $\begin{gathered} \hline \mathbf{0 . 0 1 2} \\ (0.006) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.016 \\ (0.032) \\ \hline \end{gathered}$ | $\begin{array}{r} \hline 0.029 \\ (0.166) \\ \hline \end{array}$ | $\begin{gathered} \mathbf{0 . 0 5 3} \\ (0.027) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 1 1} \\ (0.007) \\ \hline \end{gathered}$ | $\begin{array}{r} 0.018 \\ (0.028) \\ \hline \end{array}$ | $\begin{gathered} \hline 0.026 \\ (0.018) \\ \hline \end{gathered}$ | $\begin{gathered} 0.010 \\ (0.011) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.080 \\ (0.067) \\ \hline \end{gathered}$ | $\begin{array}{r} 0.019 \\ (0.079) \\ \hline \end{array}$ | $\begin{array}{r} 0.007 \\ (0.070) \\ \hline \end{array}$ | $\begin{array}{r} \hline 0.006 \\ (0.016) \\ \hline \end{array}$ | $\begin{gathered} \hline 0.017 \\ (0.039) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.020 \\ (0.016) \\ \hline \end{gathered}$ | $\begin{gathered} 0.018 \\ (0.768) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.015 \\ (0.016) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.008 \\ (0.056) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.024 \\ (0.017) \\ \hline \end{gathered}$ |
| $\mathrm{Pol}_{i}$ | $\begin{array}{r} \hline \mathbf{0 . 0 1 3} \\ (0.006) \\ \hline \end{array}$ | $\begin{gathered} \hline \mathbf{0 . 0 3 9} \\ (0.003) \\ \hline \end{gathered}$ | $\begin{gathered} 0.022 \\ (0.011) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.019 \\ (0.031) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 0 7} \\ (0.004) \\ \hline \end{gathered}$ | $\begin{array}{r} 0.031 \\ (0.027) \\ \hline \end{array}$ | $\begin{gathered} \hline 0.015 \\ (0.998) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 2 4} \\ (0.011) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.015 \\ (0.046) \\ \hline \end{gathered}$ | $\begin{gathered} 0.011 \\ (0.085) \\ \hline \end{gathered}$ | $\begin{aligned} & \hline \mathbf{0 . 0 1 9 0} \\ & (0.005) \\ & \hline \end{aligned}$ | $\begin{gathered} \hline \mathbf{0 . 0 2 0} \\ (0.011) \\ \hline \end{gathered}$ | $\begin{gathered} 0.012 \\ (0.067) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.011 \\ (0.013) \\ \hline \end{gathered}$ | $\begin{gathered} 0.016 \\ (0.029) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.010 \\ (0.015) \\ \hline \end{gathered}$ | $\begin{gathered} 0.024 \\ (0.079) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.012 \\ (0.014) \\ \hline \end{gathered}$ |
| $E f f_{i}$ | $\begin{gathered} 0.062 \\ (0.516) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 1 9 9} \\ (0.058) \\ \hline \end{gathered}$ | $\begin{array}{r} 0.062 \\ (0.532) \\ \hline \end{array}$ | $\begin{gathered} 0.087 \\ (0.085) \\ \hline \end{gathered}$ | $\begin{gathered} 0.037 \\ (0.025) \\ \hline \end{gathered}$ | $\begin{gathered} 0.053 \\ (0.071) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.042 \\ (0.347) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.038 \\ (0.063) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.027 \\ (0.141) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.032 \\ (0.863) \\ \hline \end{gathered}$ | $\begin{gathered} 0.024 \\ (0.123) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 3 2} \\ (0.012) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.024 \\ (0.176) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.013 \\ (0.066) \\ \hline \end{gathered}$ | $\begin{gathered} 0.018 \\ (1.317) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.018 \\ (0.094) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.015 \\ (0.153) \\ \hline \end{gathered}$ | $\begin{gathered} 0.012 \\ (0.073) \\ \hline \end{gathered}$ |
| $\mathrm{Reg}_{i}$ | $\begin{array}{r} 0.002 \\ (0.014) \\ \hline \end{array}$ | $\begin{array}{r} \mathbf{0 . 1 5 1} \\ (0.050) \\ \hline \end{array}$ | $\begin{array}{r} \mathbf{0 . 2 5 1} \\ (0.121) \\ \hline \end{array}$ | $\begin{array}{r} 0.053 \\ (0.044) \\ \hline \end{array}$ | $\begin{gathered} \mathbf{0 . 0 3 0} \\ (0.017) \\ \hline \end{gathered}$ | $\begin{gathered} 0.063 \\ (0.052) \\ \hline \end{gathered}$ | $\begin{gathered} 0.031 \\ (0.249) \\ \hline \end{gathered}$ | $\begin{gathered} 0.014 \\ (0.014) \\ \hline \end{gathered}$ | $\begin{gathered} 0.020 \\ (0.075) \\ \hline \end{gathered}$ | $\begin{array}{r} 0.075 \\ (0.453) \\ \hline \end{array}$ | $\begin{array}{r} 0.037 \\ (0.065) \\ \hline \end{array}$ | $\begin{array}{r} 0.014 \\ (0.019) \\ \hline \end{array}$ | $\begin{array}{r} 0.068 \\ (0.085) \\ \hline \end{array}$ | $\begin{gathered} 0.068 \\ (0.053) \\ \hline \end{gathered}$ | $\begin{gathered} 0.084 \\ (0.197) \\ \hline \end{gathered}$ | $\begin{array}{r} 0.068 \\ (0.044) \\ \hline \end{array}$ | $\begin{gathered} 0.089 \\ (0.107) \\ \hline \end{gathered}$ | $\begin{gathered} 0.068 \\ (0.051) \\ \hline \end{gathered}$ |
| $L^{\text {aw }}{ }_{i}$ | $\begin{gathered} \hline \mathbf{0 . 0 2 4} \\ (0.010) \\ \hline \end{gathered}$ | $\begin{gathered} 0.115 \\ (0.165) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 3 8 5} \\ (0.194) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.200 \\ (0.142) \\ \hline \end{gathered}$ | $\begin{gathered} \hline \mathbf{0 . 0 2 5} \\ (0.011) \end{gathered}$ | $\begin{gathered} 0.196 \\ (0.145) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.485 \\ (0.036) \\ \hline \end{gathered}$ | $\begin{array}{r} \hline \mathbf{0 . 3 3 3} \\ (0.056) \\ \hline \end{array}$ | $\begin{gathered} \hline 0.123 \\ (0.083) \\ \hline \end{gathered}$ | $\begin{array}{r} \hline 0.026 \\ (0.056) \\ \hline \end{array}$ | $\begin{array}{r} 0.152 \\ (0.097) \\ \hline \end{array}$ | $\begin{array}{r} \hline 0.006 \\ (0.075) \\ \hline \end{array}$ | $\begin{gathered} \hline \mathbf{0 . 1 4 1} \\ (0.078) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.013 \\ (0.040) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{0 . 1 2 5} \\ (0.069) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.019 \\ (0.047) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.176 \\ (0.110) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.014 \\ (0.044) \\ \hline \end{gathered}$ |
| Cor $_{i}$ | $\begin{array}{r} \mathbf{0 . 0 3 1} \\ (0.012) \\ \hline \end{array}$ | $\begin{gathered} 0.029 \\ (0.101) \\ \hline \end{gathered}$ | $\begin{array}{r} 0.047 \\ (0.150) \\ \hline \end{array}$ | $\begin{gathered} 0.035 \\ (0.081) \\ \hline \end{gathered}$ | $\begin{gathered} 0.030 \\ (0.013) \\ \hline \end{gathered}$ | $\begin{gathered} 0.043 \\ (0.086) \\ \hline \end{gathered}$ | $\begin{array}{r} 0.059 \\ (0.635) \\ \hline \end{array}$ | $\begin{gathered} 0.014 \\ (0.038) \\ \hline \end{gathered}$ | $\begin{gathered} 0.030 \\ (0.143) \\ \hline \end{gathered}$ | $\begin{array}{r} 0.017 \\ (0.457) \\ \hline \end{array}$ | $\begin{gathered} 0.031 \\ (0.149) \\ \hline \end{gathered}$ | $\begin{array}{r} 0.036 \\ (0.078) \\ \hline \end{array}$ | $\begin{array}{r} 0.037 \\ (0.097) \\ \hline \end{array}$ | $\begin{array}{r} 0.017 \\ (0.029) \\ \hline \end{array}$ | $\begin{gathered} 0.025 \\ (0.064) \\ \hline \end{gathered}$ | $\begin{gathered} 0.035 \\ (0.028) \\ \hline \end{gathered}$ | $\begin{array}{r} 0.082 \\ (0.101) \\ \hline \end{array}$ | $\begin{gathered} 0.018 \\ (0.030) \\ \hline \end{gathered}$ |
| No.of obs. | 133 | 26 | 133 | 26 | 133 | 26 | 95 | 64 | 95 | 64 | 95 | 64 | 73 | 86 | 73 | 86 | 73 | 86 |
| Threshold |  |  | 21.713 |  | 21.713 |  | 17.699 |  | 17.699 |  | 17.699 |  | 15.236 |  | 15.236 |  | 15.236 |  |

Note: Robust standard errors in parentheses. Boldface values indicate statistical significance at the $1 \%$ level.
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